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Resumo

Modelos do campo arqueomagnético podem fornecer importantes informações sobre o

geod́ınamo. Nesta dissertação, estudou-se a existência e a mobilidade de lóbulos de fluxo

reverso (RFPs, em inglês) no campo arqueomagnético. Testes de robustez foram aplica-

dos para diferentes modeles. Além disso, foram exploradas as relações entre RFPs e as

variações do momento do dipolo axial (ADM, em inglês). Para tanto, foram desenvolvidos

algoritmos topológicos para definir, identificar e mapear os RFPs em modelos do campo

arqueomagnético (modelo CALS3k.4b e modelo GUFM1). O equador magnético foi usado

para definir a polaridade ao invés do equador geográfico. Uma vez que cada ponto da

grade de 1◦ × 1◦ de latitude/longitude esteja associado com um hemisfério magnético e

uma polaridade (normal ou reversa), o passo seguinte é identificar os picos de lóbulos de

fluxo reverso. Para o passo final de identificação foi imposto um critério de intensidade

para evitar pontos que possuem intensidade muito baixa. Para mapear lóbulos de fluxo

reverso no tempo, foi codificado um algoritmo que calcula a distância de cada lóbulo para

todos os lóbulos do próximo intervalo de tempo. Diferentemente das definições anteriores,

lóbulos que residem no equador geográfico são adequadamente identificados com a nova

definição de RFPs. A maioria dos RFPs exibe deriva para Oeste e mais de 75% deles migra

em direção a altas latitudes. Ondulações do equador magnético e RFPs resultam de campo

com momento oposto ao ADM. Modelos filtrados apresentam resultados de mapeamento

semelhantes aos de modelos não-filtrados, e em alguns casos, surgem nos modelos filtra-

dos novos RFPs. Resultados dos modelos CALS3k.4b e GUFM1 para o peŕıodo de 1840

AD até 1990 AD mostram concordância para o mapeamento de lóbulos de fluxo reverso

com maiores similaridades para os filtros mais fortes. Os resultados desta dissertação são

compat́ıveis com a idéia que a advecção e a difusão de RFPs tem operado em conjunto

causando o decréscimo do ADM nos últimos séculos. A ausência de RFPs no peŕıodo de

550-1440 AD está relacionada a baixos valores nos graus intermediários do espectro de

potência. Dessa forma, sugere-se que os RFPs são fortemente dependentes dos harmônicos

esféricos de graus 4 e acima. Modelos filtrados e comparações com o modelo GUFM1 su-

gerem que lóbulos de fluxo reverso são feições robustas do campo magnético terrestre nos

últimos milênios.



Abstract

Archeomagnetic field models may provide important insights into the geodynamo wor-

kings. Here I investigate the existence and mobility of reversed flux patches (RFPs) on

the archeomagnetic field. In addition, the statistical behavior of RFPs, their robustness

and the relations between RFPs and dipole changes were explored. Topological algorithms

are introduced to define, identify and track RPFs in archeomagnetic field models. The

magnetic equator was used to define RFPs, instead of the geographic equator. Once each

point on the CMB grid is associated with a magnetic hemisphere and a polarity (normal

or reversed), the next step is to identify the peaks of RFPs. For the final identification

step a threshold criterion of intensity was imposed to avoid including insignificantly weak

extreme points. To track RFPs in time, an algorithm was coded to calculate the distance

of each RFP to all RFPs in the next snapshot. Model CALS3k.4b of Korte and Consta-

ble (2011) was applied for the interval 990 BC until 1990 AD, and both CALS3k.4b and

GUFM1 models were applied for the interval between 1840 until 1990 AD. For both models

on the CMB a grid of of 1◦ in longitude and latitude was applied on the CMB. Robustness

tests were applied to the RFPs and results from models CALS3k.4b and GUFM1 were

compared for the period 1840 to 1990 AD. In contrast to previous definitions, patches that

reside on the geographic equator are adequately identified based on the new RFP definition

presented here. Most RFPs exhibit a westward drift and 75% of them migrate towards

higher latitudes. Undulations of the magnetic equator and RFPs oppose the axial dipole

moment (ADM). Filtered models show a tracking behavior similar to non-filtered ones

and new RFPs occasionally emerge. Results from CALS3k.4b and GUFM1 for the period

1840 to 1990 AD show a very good agreement between the tracking of RFPs in both field

models. Stronger filters yield even more coincident RFPs positions and motions between

the two models. As with CALS3k.4b, most RFPs in GUFM1 and their filtered models

exhibit westward drift and migrate towards higher latitudes. Advection and diffusion of

RFPs have worked in unison to yield the decrease of the ADM at recent times. The ab-

sence of RFPs in the period 550-1440 AD is related to a low in intermediate degrees of the

geomagnetic power spectrum. I thus hypothesize that the RFPs are strongly dependent

on intermediate spherical harmonic degrees 4 and above. Filtered models and comparison

with GUFM1 suggest that RFPs are prominent features of the geomagnetic field over the

past few centuries.
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Chapter 1

Introduction

The geomagnetic field, generated by convective motions of an electrically conducting

fluid in the Earth’s outer core, is observed at the Earth’s surface since about 1590 AD

by ships, observatories and more recently at space by satellites (e.g. Jackson et al., 2000;

Jonkers et al., 2003; Hulot et al., 2010). For periods before direct observations started the

magnetic analysis of archaeological and geological materials (indirect observations) provide

the information about the field. At first order, these two kinds of observations show that

the field is dominated by an axial dipole. However, some non-dipole features are also

present, particularly at the core-mantle boundary (CMB), in sectors where the polarity

is opposite to that of the axial dipole (the so-called reversed flux patches, from hereafter

RFPs). RFPs expansion and intensification over at least the past century contribute to

the historical decrease in the intensity of the dipole moment (Gubbins, 1987).

Changes in the dipole are intrinsically related to changes of flow patterns at the top of

the outer core, especially to core flow features near RFPs (Olson and Amit, 2006; Amit and

Olson, 2008). Most of the radial field at the CMB is negative in the northern hemisphere

and positive in the southern hemisphere. A normal flux patch has the same sign as its

hemisphere, whereas an RFP has the opposite sign to its hemisphere. The most intense

RFPs over the past decades are observed below the southern Atlantic hemisphere (e.g.

Jackson et al., 2000; Olsen et al., 2010).

Direct measurements of the geomagnetic dipole intensity reveal a sustained rapid de-

crease since 1840 AD (Gubbins, 1987; Bloxham and Jackson, 1992; Jackson et al., 2000;

Gubbins et al., 2006; Olson and Amit, 2006; Finlay, 2008). Dipole secular variation con-

tributes substantially to the observed field variation at Earth’s surface, in particular the

steady decrease in dipole intensity over historical times. Therefore, its comprehension is
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crucial to understand and perhaps predict how the field evolves. However, it is worth

noting that at its source, the CMB, the dipolar fraction constitutes a very small part of

the total secular variation; the secular variation spectrum is “blue”, i.e. its power increases

with harmonic degree being stronger at smaller scales. Hence, investigation of fluctuations

in the geomagnetic dipole intensity must take into account the different contributions of

the field to the axial dipole (Gubbins, 1987; Gubbins et al., 2006). In such analysis, the

temporal variability in the integrated contribution of reversed flux to the axial dipole ba-

lances its total change (Olson and Amit, 2006). This emphasizes the role of RFPs in the

decrease of the dipole intensity over the historical era. However, the role of RFPs in dipole

changes over millennial timescales has not yet been explored.

Previous analyses of archeomagnetic field models were focused on the kinematics of

high-latitude intense normal polarity flux patches. These patches were found to be mobile

with alternating eastward-westward drifts (Dumberry and Finlay, 2007; Wardinski and

Korte, 2008; Korte and Holme, 2010). Amit et al. (2010) designed an algorithm for identi-

fication and tracking of intense flux patches in numerical dynamos, and Amit et al. (2011)

applied a similar algorithm for intense archeomagnetic flux patches. These high-latitude

intense normal polarity flux patches and RFPs are thought to reflect distinctive dynamical

mechanisms. Rapid rotation effects in the outer core result in a flow barrier, and surface

convergence at the latitudes of the inner-core tangent cylinder (Aurnou et al., 2003). In

an α2 dynamo, columns of fluid that are nearly invariant in the direction of the rotation

axis (Busse, 1970) intersect the CMB at these tangent cylinder latitudes (Olson et al.,

1999). Downwelling associated with columnar cyclones (Olson et al., 2002; Amit et al.,

2007) concentrate magnetic flux to produce the high-latitude intense patches (Olson and

Christensen, 2002). The mobility of these field structures may be linked to the motion of

the vortices (Amit et al., 2010), so their longevity may therefore maintain the axial dipole

dominance. In contrast, low- and mid-latitude RFPs could be related to the expulsion of

toroidal magnetic field by deep upwelling and radial diffusion below the CMB (Bloxham,

1986). If persistent, such local processes may eventually lead to a global polarity rever-

sal (Aubert et al., 2008). Thus, the distinctive dynamo processes related to flux patches

at differents latitudes motivate examining the time-dependence of RFPs, to compliment

previous studies that described the mobility of high-latitude intense normal polarity flux

patches (Dumberry and Finlay, 2007; Wardinski and Korte, 2008; Amit et al., 2011).
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Here topological algorithms are developed to define, identify and track RFPs. They

are applied to the CALS3k.4b archeomagnetic field model constructed for the past three

millenia (Korte and Constable, 2011) and compared against the GUFM1 model for the

interval between 1840 until 1990 AD. The robustness of the archeomagnetic RFPs is tested

by using the historical field model GUFM1 (Jackson et al., 2000) to assess the reliability

of the identification and tracking results.

An article reporting the main findings described in this dissertation is included as the

Apendix A at the end of this volume. It appeared in Journal of Geophysical Research

in January of 2015 under the title “The time dependence of archeomagnetic reversed flux

patches”, being authored by Filipe Terra-Nova, Hagay Amit, Gelvam A. Hartmann and

Ricardo I.F. Trindade. As the senior author, I have conducted all analysis of the data, co-

ded the algorithms and wrote the paper. Co-authors have helped with data interpretation,

text revision and continuous discussions through the past two years.
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Chapter 2

Dynamical origin of reversed flux patches

The purpose of this chapter is to summarize our current knowledge of the dynamical

origin of reversed flux patches (RFPs). The physical meaning of RFPs is presented, as

well as the fundamentals to describe them.

2.1 Secular Variation

The secular variation (SV) of the Earth’s magnetic field comprises essentially the ob-

served changes in the core-generated main field that occur on timescales of one year to

thousands of years. It has much larger amplitude and lower frequency than changes asso-

ciated with external electrical currents fluctuations, observed on timescales of seconds to

days. The geomagnetic SV on the core-mantle boundary (CMB) is characterized by diffe-

rents aspects in the past centuries, the most significant are: the westward drift (including,

motion of large field features towards the west; Aubert et al. (2013)), hemispherical asym-

metry (active Atlantic vs. quiet Pacific hemispheres; Holme et al. (2011)), axial dipole

decay (the largest spatial scale of the field is persistently decreasing with time; Gubbins

(1987)) and geomagnetic jerks (an abrupt change in the second time derivative of the ge-

omagnetic field at Earth’s surface; Courtillot and Mouel (1984)). These SV features may

shed light on the dynamics in the outer core that generates the Earth’s magnetic field.

2.2 Fundamentals

When an electrical conductor is pulled through a magnetic field, an electrical current is

induced in the conductor. This current causes a magnetic field that adds to the original field

such that the conductor appears to drag the field along with it. The combined magnetic
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field interacts with the current resulting in a Lorentz force that acts on the conductor,

opposing its motion. The relationship between magnetic field (B), electric field (E) and

electrical current density (J) obeys Maxwell’s equations:

∇ · E =
ρe
ε0

(2.1)

∇ ·B = 0 (2.2)

∇× E = −∂B
∂t

(2.3)

∇×B = µ0J + ε0µ0
∂E

∂t
(2.4)

Note this is the form of Maxwell’s equations for materials with no permanent magneti-

zation or electric polarization and where ε0 is the electrical permitivity of free space, µ0

is the magnetic permeability of free space, ρe is the electric charge density and t is time.

According to (2.2) there is no point of source/sink of magnetic field (i.e. no magnetic

monopoles), therefore magnetic field lines are always closed, and the same number of field

lines that enter must leave a volume.

The fluids in the outer core are moving electrical conductors, then the effective electric

field in the frame moving with the conductor must be used, and the Ohm’s law becomes

J = σ(E + u×B) (2.5)

where σ is the electrical conductivity.

Now, consider the relative magnitudes in (2.4) assuming that the magnetic field B has

a characteristic magnitude B, the electric field E has a characteristic magnitude E , the

lenghtscale of L, and the timescale of τ :

|ε0µ0
∂E
∂t
|

|∇ ×B|
∼ ε0µ0E/τ
B/L

(2.6)

From a similar scale analysis of (2.3), |∇×E| ∼ |−∂B/∂t| so that E/L ∼ B/τ . Therefore:

|ε0µ0
∂E
∂t
|

|∇ ×B|
∼ 1

c2
L2

τ
(2.7)

Since the largest lenghtscales for the Earth’s core is ∼ 3481 km and the shortest time
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scale is ∼ 1 year the resultant of (2.7) is ∼ 10−19. Therefore, it is safe to neglect the

displacement current term, since the balance of it and ∇×B are significantly small.

2.3 Magnetic Reynolds number

The motion of an electrically conducting fluid in the outer core causes the secular

variation of the Earth’s magnetic field. The magnetic induction equation describes the

electrodynamics of Earth’s core. Being u the motion of the conductor and B the magnetic

field, the field evolution in time is given by:.

∂B

∂t
= ∇× (u×B) + η∇2B (2.8)

where η = (σµ0)
−1. This equation arises from Maxwell’s equations of electromagnetism

and Ohm’s law applied to moving conductors, under the magnetohydrodynamic approxi-

mation that motions are much slower than the speed of light. If the velocity field has a

characteristic magnitude U and the magnetic field has a characteristic magnitude B and

the lenghtscale over which both fields changes is L, then the ratio of the magnitudes of

the terms on the right hand side of 2.8 will be:

|∇ × (u×B)|
|η∇2B|

∼ UB/L
ηB/L2

∼ UL
η

= Rm (2.9)

where Rm is the magnetic Reynolds number. The evolution of the magnetic field is a

competition between electromagnetic induction ∇ × (u × B) and ohmic diffusion η∇B2.

The relative importance of these effects is quantified by the magnetic Reynolds number

(Roberts, 2007). It can also be written as the ratio

Rm =
τη
τu

=
L2/η

L/U
(2.10)

of the ’magnetic diffusion time’ τη and the ’fluid advection time’ τu. For a scale L corres-

ponding to the Earth’s outer core thickness and a value of η = 0.7 m2s−1 (Pozzo et al.,

2012) then τη = 2 × 105 years, which is the time to the current system to decay in the

absence of fluid flow. But the Earth is known to have possessed a field for at least 3.4×109

years (Kono and Tanaka, 1995). This implies that the Earth’s magnetic field needs an



24 Chapter 2. Dynamical origin of reversed flux patches

agent to balance the field destroyed by the η∇2B term. According to the geodynamo

hypothesis, this refers to the electromagnetic induction created by the term ∇× (u×B),

and requires that the advection term creates new flux as rapidly as, or more rapidly than

it is destroyed by magnetic diffusion. An estimate of Rm ∼ 1000 is then provided using

L = 2200 Km, U = 5× 10−4 ms−1 and η = 1 m2s−1, where the estimate of U comes from

observing the speed of moving magnetic field structures (basically the westward drift).

2.4 The frozen flux approximation

Whilst the ohmic diffusion of magnetic fields in the core has a timescale of tens of

thousands of years, the secular variation takes place on a shorter timescale. Roberts and

Scott (1965) proposed that the magnetic flux is frozen into the core fluid as the core is

treated as a perfect conductor over these timescales (i.e. fluid elements lying on a field

line at some instant must continue to lie on the fluid elements at all later times). This is

the ’frozen flux approximation’. Indeed, the Earth’s core has Rm >> 1 which implies that

the field generation is much stronger than ohmic dissipation. In the case of Rm =∞, the

second term on the right hand side of (2.8) is negligible (i.e. perfect conductivity), then

∂B

∂t
= ∇× (u×B) (2.11)

By vector calculus relation

∇× (u×B) = (B.∇)u− (u.∇)B + u(∇.B) +B(∇.u)

and since the electrically conducting fluid is incompressible (∇.u = 0) and the magnetic

field has no monopole (∇.B = 0), the following expression appears:

∂B

∂t
= ∇× (u×B) = (B.∇)u− (u.∇)B (2.12)

where (B.∇)u represents stretching of magnetic field by flow and (u.∇)B represents ad-

vection of the magnetic field along with the flow. In the frozen flux approximation, the

radial flux must be conserved through patches on the core-mantle boundary (CMB) boun-

ded by curves of zero radial field (null-flux curves) (Backus, 1968). In this cenario, the
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flow sweeps the magnetic field along with it, moving and stretching it, but never cuts or

merges radial field lines, because magnetic diffusion is responsible to make magnetic field

structures bounded by null-flux curves to merge/split as well as decay. The splitting of a

null-flux curve into two curves is not a strong constraint because only a very small amount

of dissipation is be required to complete the break (Gubbins and Bloxham, 1986). The

same remark applies to the merging of two curves. It is important to emphasize that the

main argument in favour of the frozen flux hypothesis has been the estimate of a large

value of ∼ 1000 for Rm in the outer. But this value of Rm may not be valid, for example,

at the top of the core where shorter radial lenghtscales prevail due to the presence of a

hydromagnetic boundary layer, resulting in strong effects of radial diffusion (Holme, 2007;

Amit and Christensen, 2008).

2.5 Diffusion and Reversed Flux Patches

Gubbins and Bloxham (1986) used models of the main field at various epochs to find

that while the frozen flux approximation appears to be valid over most of the CMB, the

effects of diffusion are observed in a region centered under southern Africa and the south

Atlantic Ocean, where features bounded by null-flux curves had reversed flux with respect

to the axial dipole field of their hemisphere. Later Bloxham (1986) considered a simple

2-D kinematic model of convection to indicate that flux expulsion, through the action of

diffusion on the field convected towards the boundary (upwelling motion of fluids acting

on a strong toroidal field), is a viable mechanism and provides a simple explanation to

these features. Futhermore if the initial toroidal field is strong, even if the diffusion of the

toroidal field through the CMB is slow, the effect of these features on the poloidal field

may be quite large (Bloxham, 1986). This process will have a much smaller lenghtscale

due to the upwelling, then τη will be lower and diffusion effects could act in timescales

similar to advection (Amit and Christensen, 2008).

Regions affected by diffusion bounded by a null-flux curve with a reversed flux to its

hemisphere (see figure 2.1) are the so-called reversed flux patches (RFPs). These are small-

scale features of the field, that need high resolution magnetic fields to precisely resolve them

(see chapter 4). Intensification and poleward motion of RFPs can lead to a weaker axial

dipole (see chapter 5, section 5.2 Dipole Changes). Indeed, some authors have proposed
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that the proliferation of RFPs on the core-mantle boundary is a significant mechanism

behind the rapid decrease in the dipole intensity over the historical period (Olson and

Amit, 2006).

     Br − 1980 AD

−900000

0

900000
nT

 RFPs

Figure 2.1: Radial geomagnetic field on the CMB at 1980 AD based on the CALS3k.4b archeomagnetic
field model of (Korte and Constable, 2011). The black boxes mark identified RFPs. Note that while
magnetic hemisphere north/south (determined by the magnetic equator instead the geographic equator)
has negative/positive polarity, RFPs have the opposite polarity of its magnetic hemisphere.

This work will focus on the time-dependence of reversed flux patches and study the

continuity of them. The main questions to be adressed are: “Are RFPs real small scale

features of the field or are they just a consequence of noise in field models?”and “Are these

features continuous in time at centennial timescales?”. Backus (1988) alerted to this mat-

ter, when he argued that error estimates of Bloxham and Gubbins (1985a) and Gubbins

and Bloxham (1986) were rather optimistic. The same also applies to Barraclough et al.

(1989) when they found no evidence for frozen flux approximation violation, but admit-

ted that field models used were not accurate enough to exclude the hypothesis. Jackson

and Finlay (2007) remarked that the published and well accepted time-dependence field

models of Bloxham and Jackson (1992) and Jackson et al. (2000) both show an obvious

growth in the intensity of RFPs in the Southern hemisphere in the twentieth century. Yet,

the available record of the field seem incapable of constraining field models sufficiently to

ascertain that explusion of toroidal flux by upwelling core fluid is the mechanism behind

this intensification of RFPs. It is generally acknowledged that the frozen flux approxi-

mation inevitably fails but it still provides useful information about fluid motions at the

core surface and substantial parts of the secular variation pattern can be explained using

it(Jackson and Finlay, 2007). In fact, errors in the field models due to oversimplified
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dynamical assumptions and also to those related to the limits on the range of spherical

harmonic coefficients can pose more serious problems to the inversion than the violation of

the frozen flux approximation (Jackson and Finlay, 2007). So, it is clear that it is a major

challenge to know if RFPs are robust features of the Earth’s magnetic field or not.
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Chapter 3

Methods

This chapter describes the methods for identification and tracking of reversed flux pat-

ches (RFPs), the algorithm to find peaks, and the filtering criteria used. The methodology

to study dipole changes and the robustness tests are also presented. The codes for identi-

fication and tracking of RFPs are provided in Appendix B.

3.1 Identification and tracking of RFPs

RFPs are usually defined as positive/negative radial field structures in the northern/-

southern hemispheres (e.g. Olson and Amit, 2006). But this definition might be proble-

matic, particularly for low geographic latitudes. For example, a patch residing on the

geographic equator is considered by this definition as partly normal partly reversed. The-

refore, a more appropriate definition is needed. One way to solve this problem is by

defining the RFPs using the magnetic equator instead of the geographic equator as the

reference. An algorithm to map the magnetic equator was then developed, such that at

a given longitude on the CMB, the magnetic equator is defined as the point where the

radial geomagnetic field Br changes sign. To distinguish between sign changes associated

with the magnetic equator from sign changes related to an RFP, the algorithm searches

first a longitude where there is only one point of change in the sign of Br. This point is

guaranteed to be the magnetic equator. From this initial location of the magnetic equator,

the algorithm selects the closest point on the neighbor longitude which shows a change

in sign of Br and so on. After mapping the magnetic equator the magnetic hemispheres

are defined. Then, every grid point north/south of the magnetic equator is assigned to its

respective magnetic hemisphere. A difficulty arises at some longitudes where the magnetic
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equator appears more than once. An algorithm marches from co-latitude 0◦ to 180◦, assig-

ning the northernmost point to the northern magnetic hemisphere. Then, after every time

crossing of the magnetic equator, the next point is assigned to the opposite hemisphere.

Once each point on the CMB grid is associated with a magnetic hemisphere and a

polarity (normal or reversed), the next step is to identify the peaks of RFPs. For this

purpose an algorithm was coded to determine field maxima and minima of flux patches at

the CMB. The algorithm searches the maxima and minima of the radial field by comparison

with neighboring cells. A grid point is considered to be a maximum/minimum if it has a

higher/lower value than its eight neighboring cells. Maximum or minimum values indicate

the coordinates (co-latitude and longitude) of the peak of the RFPs at the CMB. For the

final identification step a criterion of threshold intensity was imposed to avoid interpreting

insignificantly weak extreme points as RFPs. For every time frame, only RFPs with peak

values larger than half the most intense RFP of the same time frame were considered.

Obviously, only snapshots with more than one RFP were affected by this criterion.

To track RFPs in time, an algorithm was coded to calculate the distance of each

RFP to all RFPs in the next snapshot. The spherical distance is calculated along a

great circle. A critical distance was set based on typical large-scale core flow values from

geomagnetic secular variation inversions. In the core flow model of Amit and Olson (2006),

the maximum time-average flow plus one standard deviation is about 70 km/yr. I used

this value multiplied by the time step between snapshots of 10 yrs to obtain the critical

distance for tracking. A pair of RFPs at two successive time frames which has a spherical

distance lower than this critical value is considered to be the same RFP. If an RFP is farther

than the critical distance from all RFPs from the previous time frame, it is denoted as a

new RFP.

3.1.1 Dipole changes

The above definitions were then used to map local contributions to the axial dipole

moment (ADM) and their temporal oscillations. The axial component of the magnetic

dipole moment (mz) is defined as follows (Moffatt, 1978; Gubbins, 1987; Gubbins et al.,

2006; Olson and Amit, 2006):

mz =
4πa3

µ0

g01 =
3ro
2µ0

∫
S

BrcosθdS (3.1)
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where a is the radius of the Earth, µ0 = 4π × 107Hm−1 is the free space magnetic per-

meability, g01 is the axial dipole Gauss coefficient, ro is the radius of the core, Br is the

radial component of the magnetic field on the CMB, θ is co-latitude and dS denotes a

CMB surface increment. The integrand Brcosθ represents the spatial distribution of local

contributions to the ADM. Thus, mapping Br cos θ allows imaging local contributions to

the ADM.

Different types of Br cos θ structures were associated to different ADM contributions

as:

mz = mn+ +mn− +mr+ +mr− (3.2)

where subscripts n and r denote contributions from regions of normal and reversed flux

respectively, mn+ represents reinforcing contributions (mostly from high latitude flux pat-

ches), mn− corresponds to opposite contributions (from magnetic equator undulations),

mr+ represents reinforcing contributions and mr− denotes opposite contributions. Note

that mr+ contributions appear when an RFP is localized at least partly between the mag-

netic equator and the geographic equator.

3.1.2 Robustness tests

Uncertainties in archeomagnetic field models will produce erroneous results concerning

the existence and mobility of RFPs. Robustness tests were then performed, one using the

power spectrum, the other using low pass filtered fields.

The Mauersberger-Lowes spectrum at the CMB is one of the primary outputs of the

dynamo process in the core (Dormy et al., 2000). The magnetic field spectrum Rn at the

CMB can be expressed as a function of spherical harmonic degree n in terms of the Gauss

coefficients of the core field as (Lowes, 1974):

Rn = (n+ 1)

(
a

ro

)2n+4 n∑
m=0

(gmn )2 + (hmn )2 (3.3)

where n is degree, m is order, and the sets gmn and hmn are the Gauss coefficients. I

compared the spectrum at periods without RFPs with the spectrum at periods with RFPs

to test whether the absence of patches is due to low field resolution manifested by a steeper

descending spectrum.
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In the second test, I defined a low pass filter F (n) by

F (n) =

 1 , if n < n0

cos
(
n−n0

nf−n0
· π
2

)
, if n ≥ n0

(3.4)

where n0 marks the beginning of the filtering and nf marks the truncation. At n = nf the

filter F (nf ) = 0, so the highest degree considered is nf−1. I examined the sensitivity of the

identification and tracking of RFPs down to the small-scale field, which is most uncertain

in the archeomagnetic field models, by comparing the original results using non-filtered

model with those obtained using different low-pass filtered models. Finally the results

were compared with those based on the historical field model GUFM1 (Jackson et al.,

2000) that has much better temporal and spatial resolution to assess the robustness of the

results from archeomagnetic models.
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Models

Global, spherical harmonic, field models are now routinely derived from satellite and

observatory data. The most widely used model of the present geomagnetic field is the

International Geomagnetic Reference Field (IGRF), but for archeomagnetic studies other

models with appropriate time frames are required. In this chapter I firstly show the method

used for spherical harmonic field models. Then, I present some archeomagnetic models,

including a set of new models recently published and the historical field model GUFM1

(Jackson et al., 2000). Details of the models used in this work, emphasizing the data

quality and distribution, and the errors associated to them are also shown.

4.1 Spherical harmonic field modelling methodology

The geomagnetic field is a vector field that can be represented by the field intensity B,

the declination D between the geographic north and the horizontal component of the field

and the inclination I between the field and the horizontal surface.

The geomagnetic field obeys Maxwell’s equations (2.1 to 2.4). Combining Ampere’s

law at an insulator and the non-divergence of the field (equations 2.1 and 2.2), the La-

place equation is obtained for the magnetic potential V outside the dynamo generation

region (e.g. Merrill et al., 1998). In spherical coordinates r (radial), θ (co-latitude) and λ

(longitude), this equation is written as

1

r2

(
∂V

∂r

(
r2
∂V

∂r

)
+

1

sinθ

∂

∂θ

(
sinθ

∂V

∂θ

)
+

1

sin2θ

∂2V

∂λ2

)
= 0 (4.1)

The solution to the partial differential equation (4.1) is the well-known set of spherical

harmonic functions:
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V = a
∞∑
n=0

n∑
m=0

(a
r

)n+1

Pm
n (cosθ)(gmn cosmλ+ hmn sinmλ) (4.2)

where a is the radius of the Earth, Pm
n are the Schmidt semi-normalized Legendre poly-

nomials, n is degree and m is order. The sets gmn and hmn are the Gauss coefficients which

define the field model. For example, the coefficient g01 represents the axial magnetic di-

pole, the coefficients g11 and h11 represent the equatorial dipole, the coefficients with n = 2

represent the quadrupole, etc. The Gauss coefficients are inverted from observations of

the magnetic field. The strength of equation (4.2) is that given a set of Gauss coefficients

the field can be downward continued to the CMB in a straightforward manner. Finally,

considering B = −∇V the orthogonal components of the geomagnetic field (North, East

and Vertical, respectively) can be written in terms of the magnetic potential:

X = −Bθ =
1

r

∂V

∂θ
(4.3)

Y = −Bλ =
1

rsinθ

∂V

∂λ
(4.4)

Z = −Br =
∂V

∂r
(4.5)

4.2 Overview of archeomagnetic models

The Earth’s magnetic field can be represented by time-dependent field models. Large

compilations of geomagnetic field observations are needed to derive such models. They

are the basis for testing proposed mechanisms of field evolution (secular variation) and

they underlie ongoing attempts to understand and predict future field behaviour (Finlay,

2008). At present the most widely used historical field is GUFM1 (Jackson et al., 2000).

The recent published CALS3k.4 and CALS3k.4b field models (Korte and Constable, 2011)

represent the last versions of the CALS3k models series. They have power spectrum values

similar to the GUFM1 in lower degrees (Korte and Holme, 2010) but they fail to emulate

it on higher degrees, therefore small scales of the field may be poorly represented by them

(details will be explored in the next section).
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Licht et al. (2013) introduced ensembles of time-varying archeomagnetic field models,

consisting of a reference model, a mean model and a thousand individual models built from

archeomagnetic, volcanic and sedimentary data sets, covering the past three millennia.

These ensembles can be used to describe the field at any location from the core surface to

the magnetosphere, and assess the way uncertainties due to the limited distribution and

quality of the data affect any of its components or parameters, such as individual Gauss

coefficients. They provide alternative descriptions of the archeomagnetic field to those

provided by previously published archeomagnetic field models, where errors affecting the

data, and errors due to non-modeled small spatial scales of the field, are taken into account

explicitly. Unfortunately they limited their models to lower degrees. So, their models do

not have enough resolution to study small-scale features of the Earth’s magnetic field, but

are good enough to see intense RFPs emerging.

Recently, Pavón-Carrasco et al. (2014) proposed a new archeomagntic field model ba-

sed only on archeomagnetic and lava flow data, excluding lake sediment data. The model

predictions agree with those of ARCH3k.1 (Korte et al., 2009) but it is not appropriate

for global studies, due to lack of data from the Southern hemisphere. Pavón-Carrasco

et al. (2014) models represents an improvement in field data resolution for times before

3000 years, but have lower resolution than the CALS3k series models for earlier times.

Also recently, (Nilsson et al., 2014) presented a new family of spherical harmonic geomag-

netic field models spanning the past 9000 years based on magnetic field directions and

intensities obtained from archaeological artifacts, igneous rocks and sediments. Their new

modelling strategy introduces alternative data treatments with a focus on extracting more

information from sedimentary data. As a result of the data adjustments, power has been

shifted from quadrupole and octupole to higher degrees compared with previous Holocene

geomagnetic field models.

Each of these models addresses differents aspects of the archeomagnetic and historical

fields. The GUFM1 was constructed with direct data, therefore it does not carry the

errors from archeomagentic and sedimentary materials into its data set, which is the main

concern in archeomagnetic field models. On the other hand, the time span of the GUFM1

is short for the archeomagnetic studies of RFPs. Models CALS3k.4 and CALS3k.4b were

performed for the last 3000 years, are well resolved at higher degrees for recent times

and are widely known as the best archeomagnetic model for global studies. Nevertheless,
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they have been criticized on the data quality, mostly due to poorly global distribution

and errors in dating of sediment records. Nonetheless these models have the best data

distribution of all models presented here. They adopt an strategy that considering all the

data available would provide more reliable models than filtering the data. The model of

Pavón-Carrasco et al. (2014) was not yet widely used, its data set comes almost entirely

from the Northern hemisphere, so it is not appropriated for global studies. The model

of Licht et al. (2013) resolves intense RFPs, even though it is only appropriate to study

larger features of the field, because the authors wanted to put their efforts on describing

the SV in the surface for applications on geomagnetic data assimilation. The model of

Nilsson et al. (2014) appears to be good to study RFPs since the power spectra of low and

high degrees are more balanced, but the Southern hemisphere reconstruction on the CMB

has much less higher order structure compared to the GUFM1 model and is dominated by

spherical harmonic degrees 3 and 4 (Nilsson et al., 2014).

I then chose the CALSK family for this work. The model GUFM1 was chosen to

perform robustness tests.

4.3 Archeomagnetic field models - The CALS3k family

4.3.1 Methodology and data set

The Continuous Archeomagnetic and Lake Sediment (CALSxk) field models were cons-

tructed for two intervals: for the last 3000 years (models 3k) and 7000 years (models 7k).

The later (Korte and Constable, 2005) were developed using archeomagnetic and lake se-

diments data of direction and intensity (Korte et al., 2005). Although the models describe

the geomanetic field continuously with time, the Gauss coefficients are heavily smoothed at

the earlier times. Furthermore, the model does not fit well the last 500 years (e.g. Genevey

et al., 2009) where direct data is available (Jackson et al., 2000).

The first models for the last 3000 years, CALS3k.1 (Constable et al., 2000) and CALS3k.2

(Korte and Constable, 2003), were constructed from archeomagnetic data (intensity and

direction), basaltic flows, lake sediments and also incorporated direct measurements from

magnetic observatories. The period of 3000 years was chosen because of the concentra-

tion of data in this time interval. The models were expanded up to spherical harmonic

degree 10. The difference between (CALS3k.1) and (CALS3k.2) is the increase in the data
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set. More recently, Korte et al. (2009) constructed five new models for the last 3000 ye-

ars, using a new database compilation (Korte et al., 2005; Genevey et al., 2008; Donadini

et al., 2009). Models ARCH3k.1 and ARCH3k cst.1 were constructed based only on ar-

cheomagnetic data. ARCH3k.1 uses all archeomagnetic data for the last 3000 years, and

ARCH3k cst.1 uses only archeomagnetic data that pass a quality criteria filter as described

by Donadini et al. (2009). In ARCH3k cst.1 the Northern hemisphere contributes with

most of the data. So, this model describes better the evolution of the geomagnetic field in

this hemisphere (Korte et al., 2009). Model SED3k.1 is based only on lake sediment data.

This model is very different from ARCH3k.1 and ARCH3k cst.1 because of the low quality

and low temporal resolution of lake sediment data. Models CALS3k.3 and CALS3k cst.1

were developed using all data available, without and with a quality criteria filter of the

data set, respectively. Korte et al. (2009) concluded that the CALS3k.3 is the most ade-

quate model for global studies. More recently, Korte and Constable (2011) used the same

methodology of the five previous models to calculate models CALS3k.4 and CALS3k.4b.

These new models better fit the Gauss coefficients due to an improved database. These

models are expanded up to degree 10 and the temporal resolution of them is 10 years. The

models are constrained by GUFM1 (Jackson et al., 2000) for the period between 1840 AD

and 1990 AD.

4.3.2 Limits of CALS3k.4 and CALS3k.4b models

Spherical harmonics correspond to a set of solutions to Laplace’s equation in three

dimensions represented in a system of spherical coordinates. A set of well distributed data

is then necessary to construct spherical harmonic field models with good spatial resolution.

But this is far from what we have nowadays with the available data set. Thus, the uneven

distribution of data will affect the spatial resolution of the model. Ultimately, the spatial

resolution of the models is constrained by the limit placed by crustal field contamination.

Therefore, the images of the magnetic field at the core surface are limited intrinsically to

less than spherical harmonic degree 13, where the crustal field begins to dominate. The

timescale by its turn is troubled by badly distributed data in time and principally by the

errors in age estimation. Despite these limitations, the models are undoubtedly enough

to describe how the magnetic field has changed over the past 3 thousands years. They

are consistent with the continuous changes in space and time expected for a real magnetic
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field. CALS3k.4 has spatial norm Ψ equal to 177×1011 nT 2 and temporal norm Φ equal to

827 nT 2yr−4, while CALS3k.4b has spatial norm Ψ equal to 144× 1011 nT 2 and temporal

norm Φ equal to 583 nT 2yr−4 (Korte and Constable, 2011).

It is very hard to separate features that are physically real from those that arise from

changes in data quality and resolution in the models. The aim here is to interpret an ar-

cheomagnetic field model and the CALS3k.4b is the best field model to investigate features

at the CMB. It is the most conservative field reconstruction presently available maintai-

ning only the most robust spatial and temporal features with lower temporal and spatial

resolution. This is particularly useful for studies of field evolution at the CMB, where

small-scale features including noise become enhanced compared to the Earth’s surface due

to the downward continuation (Korte and Constable, 2011).

4.4 Historical field model - GUFM1

4.4.1 Methodology and data set

Jackson et al. (2000) present a model of the magnetic field at the core-mantle boundary

for the interval 1590-1990. The model, called GUFM1, is based on a massive compilation

of historical observations of the geomagnetic field. Most of the dataset originates from

unpublished observations by mariners. Care was taken to both correct the data for possible

mislocation (originating from poor knowledge of longitude) and to proper estimate the error

in the data (by using a stochastic model for uncorrected positional errors that properly

accounts for the nature of the noise process based on a Brownian motion model). For the

period before 1800, more than 83,000 individual observations of magnetic declination were

recorded at more than 64,000 locations; including more than 8000 new observations for

the 17th century alone. The time-dependent field model constructed from the dataset is

parametrized spatially in spherical harmonics and temporally in B-splines, using a total of

36,512 parameters. The model has a good resolution of the core field, and represents the

most reliable continuous model available for the historical period.

4.4.2 Limits of the GUFM1 model

The GUFM1 model is the most detailed picture of how the geomagnetic field has varied

in space and time over the past 400 years, but it has also limitations, in particular those
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due to the changing in quality/quantity and distribution of observations with time. The

GUFM1 model becomes increasingly complex with time; the smallest features become

more and more visible, especially in the last 20 years when satellite data are available.

Problems pointed out for models CALS3k.4 and CALS3k.4b for spherical harmonic models

are naturally also a problem to GUFM1. But GUFM1 has a way better distributed data

set in time and space. GUFM1 has spatial norm Ψ equal to 35× 1012 nT 2 and temporal

norm Φ equal to 68× 103 nT 2yr−4 (Jackson et al., 2000).

If one really wants to identify whether RFPs are robust features, the proper way is to

do resolution tests involving data rather than test the models themselves. But this would

demand an effort that is beyond the scope of this work. An easier alternative was taken that

involves the use of filtered versions of GUFM1 to check which RFP’s are missed/resolved.

Although not definitive, this test provides at least a partial answer to the resolution issues

of archeomagnetic field models.
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Chapter 5

Results

The archeomagentic model CALS3k.4b of Korte and Constable (2011) for the interval

990 BC until 1990 AD was used to track RFPs. To test the robustness of archeomagnetic

RFPs, I compared results from CALS3k.4b and GUFM1 for the period 1840 to 1990 AD.

For both models a regular grid on the CMB of 1◦ in longitude and latitude for snapshots

every 10 years was used. These correspond to much finer lengthscale than the original field

models, ensuring that no information was lost as a result of the griding procedure.

5.1 Identification and tracking

Figure 5.1 illustrates the performance of the identification algorithm using three snapshots

of the radial archeomagnetic field model on the CMB. The magnetic equator is marked

by a solid black line, and each identified RFP is marked by an X symbol. The algorithm

for mapping the magnetic equator successfully resolves the magnetic hemispheres, defines

local polarity and correctly identifies RFPs that reside on the geographic equator. There-

fore, RFPs are never considered partly normal, partly reversed. This is exemplified by an

RFP that resides on the geographic equator below eastern Africa in Figure 5.1a.

Figure 5.1b shows an example of an especially complicated case for the mapping of

the magnetic equator. For some longitudes the magnetic equator is crossed three times.

In addition, the magnetic equator penetrates down to a relatively high latitude in the

South. Nevertheless, the algorithm correctly maps the magnetic equator. Although the

field morphology of the snapshot in Figure 5.1b is somewhat extreme, in many snapshots

of the studied period a significant deviation of the magnetic equator from the geographic

equator appears. The identification of magnetic hemispheres allowed the straightforward
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Figure 5.1: Radial geomagnetic field on the CMB at (a) 0020 BC, (b) 1550 AD and (c) 1980 AD based on
the CALS3k.4b archeomagnetic field model of (Korte and Constable, 2011). The black line is the mapped
magnetic equator, and the black X symbols are the peaks of the RFPs. The RFPs identification for 1980
AD with the intensity criterion is given in (d).

mapping of regions of reversed flux. Furthermore deep intrusions of normal polarity field to

the opposite hemisphere as a result of undulations of the magnetic equator were correctly

interpreted as normal flux. This is exemplified by a large normal polarity intrusion south

of the geographic equator but north of the magnetic equator that is correctly identified as

a region of normal flux in Figure 5.1b.

Some RFPs are very weak, as evidenced in Figure 5.1c. Two of these peaks (at high-

latitudes of the southern Atlantic Ocean) are very close to each other. Accounting for

these weak peaks might bias the tracking of RFPs. Therefore, an intensity criterion was

applied in Figure 5.1d (compare with Figure 5.1c). Figures 5.1d contains two peaks of

intense RFPs in the Southern Hemisphere. These two RFPs are part of a large area of

reversed flux over the Atlantic Ocean, South America and Antarctica.

Figure 5.2 presents the tracking of RFPs that pass the intensity criterion. They were

separated into two intervals with different RFPs activity. For all intervals, I tracked lon-

gitude and co-latitude (Fig. 5.2). The first interval is from 990 BC to 550 AD (Figs. 5.2a

and 5.2c) and the second from 1450 AD to 1990 AD (Figs. 5.2b and 5.2d). No patches were
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Figure 5.2: Temporal evolution of the longitude (a) and (b), and co-latitude (c) and (d) of peaks of intense
RFPs in the model CALS3k.4b (Korte and Constable, 2011). (a) and (c) are from 990 BC to 550 AD; (b)
and (d) are from 1490 AD to 1990 AD. The same colours are used for longitude and co-latitude of a given
RFP. Longitudes and co-latitudes are given in degrees. All curves are dotted; In (a) and (c) the dotted
lines seem solid due to the large period covered.

observed between these two intervals, comprising the period 550 AD - 1440 AD. From 990

BC to 550 AD, four RFPs were identified and tracked. In this period, I found two nearly

stationary RFPs (red and blue) and two with westward drift (green and cyan were found).

The latter two RFPs exhibit motion towards higher latitudes. From 1450 AD to 1990

AD the field model is characterized by higher spatial resolution and show a much higher

occurrence of RFPs. Most RFPs exhibit a westward drift, but some quasi-stationary RFPs

are also observed. In addition, most RFPs migrate towards higher latitudes.

The statistical behavior of RFPs was quantified. Table 5.1 shows the average rate

of azimuthal displacement per year for three types of motions: quasi-stationary, westward

and eastward drifts. The critical azimuthal angular velocity distinguishing drift from quasi-

stationary behavior is the quarter of the weighted average of all RFPs, with the weighting

being proportional to the lifetime of each RFP. A more forward approach would be to use
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Table 5.1 - Types of RFPs azimuthal motions and the rate of their displacement per year.

Non-filtered f8/11 f5/11 f3/8
NRFPs Rate NRFPs Rate NRFPs Rate NRFPs Rate

Quasi-stationary 2 -0.01 3 -0.01 4 -0.01 2 -0.02

Westward 9 -0.10 10 -0.09 8 -0.09 3 -0.17

Eastward 2 0.07 1 0.02 2 0.04 0 0

NRFPs is the number of RFPs. The f8/11, f5/11 and f3/8 are filtered model in spherical
harmonic degrees between 8 and 11, 5 and 11 and 3 and 8, respectively. Each rate is given
in ◦/year. Quarter of the average of rate is the critical value to distinguish quasi-stationary
and drifting features.
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Figure 5.3: Local contributions to the ADM Br cos θ at (a) 0020 BC, (b) 1550 AD and (c) 1980 AD
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average minus one standard deviation but this is not possible because the distribution of

RFPs azimuthal angular velocity is non-Gaussian. RFPs that have angular velocity higher

than this critical value are considered drifting. Table 5.1 indicates that the RFPs exhibit

more a westward drift than other kind of azimuthal motions. Quasi-stationary motion

occurs much less and the number of RFPs with eastward drift is the lowest. Finally, the

rate of westward drift is significantly larger than the rate of eastward drift.

5.2 Dipole changes

Spatial contributions by normal or reversed flux to the ADM were mapped using the in-

tegrand of Equation (3.1), Brcosθ. Positive values denote opposite contributions to ADM,

while negative values denote reinforcing contributions. Figure 5.3 shows local contribu-

tions to the ADM in the same years as in Figure 5.1. High-latitude intense normal flux

patches provide the most important reinforcing contributions to the ADM. Mid-latitudes

RFPs constitute the most significant opposite contributions to the ADM.

The mathematical definition of ADM contributions considers the geographic equator.
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Figure 5.4: Time-dependence of ADM and its different contributions. Values of (a) total mz and mn+

and (b) mr− and mn−. All ADM contributions are expressed in 1022Am2. Note the difference in scales
between (a) and (b).
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Consequently, in Figure 5.3a below eastern Africa contributions from one RFP (Fig. 5.1a)

are partly reinforcing partly opposite. Another type of opposite contribution to the ADM

corresponds to areas of magnetic equator undulations. This can be seen for example in

Figure 5.3b below the southern Atlantic Ocean, where normal flux associated with a deep

magnetic equator intrusion (Fig. 5.1b) yields an opposing contribution to the ADM. In

Figure 5.3c there are two regions of significant opposite contribution for the ADM, one

below Patagonia and the other below South Africa. These structures correspond to intense

RFPs on the CMB (see Fig. 5.1d).

Figure 5.4 shows the total ADM (mz) and its contributions (3.2), including reinforcing

contributions by normal flux (mn+), opposite contributions by normal flux due to magne-

tic equator undulations (mn−), and opposite contributions by reversed flux (mr−). The

reinforcing contributions by reversed flux (mr+) were found to be negligible. The absolute

values of mz and mn+ (Fig. 5.4a) are much higher than those of mr− and mn− (Fig. 5.4b),
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Figure 5.5: (a) Number of RFPs as a function of time. The five grey rectangles separate five periods. (b)
Time-average power spectra for each period in (a).
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but the temporal variations of the latter contributions are not negligible. From 990 BC

until about 1800 AD the trend of ADM changes is dominantly controlled by high-latitude

normal patches. The ADM changes in this period show no correlation with mn− chan-

ges. However, the small diferences between mn+ and mz are associated with changes in

mn−. In 1730 AD I detected the most recent local maximum (in absolute value) of mz and

mn+ with 9.14 × 1022Am2 and 9.23 × 1022Am2, respectively (Fig. 5.4a). In 1990 AD the

corresponding values decreased to 7.75× 1022Am2 and 8.19× 1022Am2, respectively.
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Figure 5.6: Number of RFPs as a function of time in the filtered field models.

Between 990 BC and 1760 AD RFPs have little impact on ADM changes and mr−

is negligible (Fig. 5.4b). The values of mn− are non-negligible, but changes of trend and

absolute values of mn− are one order of magnitude too low to play a major role in the ADM

changes (compare scales between Figs. 5.4a and 5.4b). The influence of RFPs started to

overcome the influence of magnetic undulations at ∼1770 AD with an increasing trend until

1990 AD. The mr− absolute value was 0.40× 1022Am2 in 1990 AD, which corresponds to

about 5% of the total ADM in this year. While this absolute value of mr− may seem

low, the difference between the total ADM change mz and the normal flux reinforcing

contributions mn+ increases from 1790 to 1990 AD (Fig. 5.4b) mostly due to the increase
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in amplitude of the opposite contributions by mr−.

5.3 Robustness tests

Figure 5.5a shows the number of identified RFPs as a function of time. Five periods

of time were considered: p1 (990 BC - 840 BC), p2 (830 BC - 140 BC), p3 (130 BC - 550

AD), p4 (560 AD - 1480 AD) and p5 (1490 AD - 1990 AD). In periods p1, p3 and p5

RFPs were found, with p5 having the highest number of RFPs. In periods p2 and p4 no

RFPs were found. Fig. 5.5b shows time-average power spectra of intervals identified in

Fig. 5.5a. The power spectra exhibit comparable values up to spherical harmonic degree

4. The spectrum in period p4 decreases faster than the others between spherical harmonic

degrees 4 and 8. Note that p4 represents almost 1000 years of absence of RFPs. The most

recent period p5 has higher values for almost all spherical harmonic degrees. The earlier

periods p1, p2 and p3 have a strong decrease of Rn starting in degree 6, and the periods p1

and p2 have the lowest power spectrum values for degrees 9 and 10. Note that the absence

of RFPs in period p2 is not reflected in its power spectrum compared to periods p1 and

p3.

The sensitivity of RFPs to uncertain small scales of the field model was studied using

low pass filters with three different wavenumber bands. The filters are no = 8 and nf = 11

(denoted f8/11), no = 5 and nf = 11 (denoted f5/11) and no = 3 and nf = 8 (denoted

f3/8) (see 3.4). Figure 5.6 shows that the number of patches per year in filtered models

f8/11 and f5/11 were almost the same as in the non-filtered model. Filtred model f3/8 has

much lower number of patches than the others in all periods. Surprisingly, some new RFPs

emerged in models f8/11 or f5/11. Moreover the total number of patches was even slightly

higher in f8/11 than in the non-filtered model. More specifically note that the large interval

of absence of patches (560 AD - 1480 AD) in the non-filtered model is abrupt in the filtered

models f8/11 and f5/11, even though this interval is characterized by low values of Rn for

spherical harmonic degrees higher than 4 (Fig. 5.5b). How does the filters could change

the spatial behavior of the RFPs? To answer this question, the coordinates of RFPs were

time-tracked in the filtred models and compared with the different unfiltered field models

(Figs. 5.7 and 5.8). Figures 5.2a, 5.2b and 5.7a show similar results between filtered model

f8/11 and the non-filtered one, with dominance of westward drift. In addition, some new
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RFPs are occasionally identified and others showed a longer lifetime than in the non-filtered

model. Figure 5.7b shows that filtered model f5/11 is also characterized by westward drift

and a quasi-stationary behaviour with most RFPs exhibiting a somewhat shorter lifetime.

Figures 5.7c and 5.8c show the action of the strongest filter. Only five RFPs were tracked

in this case, three of them with westward drift and two were quasi-stationary (Table 1).

The time-dependence of co-latitude of RFPs (Figures 5.2c, 5.2d and 5.8) is rather similar in

non-filtered, f8/11 and f5/11 models, where most RFPs migrate towards higher latitudes.

The most prominent examples include a low-latitude RFP migrating southward between

120 BC and 80 AD, a high-latitude RFP moving northward between 210 AD and 550 AD,

and several mid-latitudes RFPs heading southward from 1630 AD to the present.
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Figure 5.7: As in Fig. 5.2a and 5.2b for the filtered field models.
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Figure 5.8: As in Fig. 5.2c and 5.2d for the filtered field models.

5.4 Comparison with the historical field

To test the robustness of archeomagnetic RFPs, results from CALS3k.4b and GUFM1

were compared for the period 1840 to 1990 AD (Figs. 5.9 and 5.10). Overall there is a

very good agreement between RFPs tracking in both field models. Stronger filters yield

even more coincident RFPs positions and motions between the two models. As with

CALS3k.4b, most RFPs in GUFM1 and their filtered versions exhibit westward drift and

migrate towards higher latitudes, while some RFPs are characterized by a quasi-stationary

behavior.
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Figure 5.9: As in Fig. 5.2a and 5.2b for the period 1840-1990 AD for the filtered field models of GUFM1
and CALS3k.4b. X/diamonds represent RFPs of GUFM1/CALS3k.4b respectively.

5.5 An unusual event of magnetic equator intrusion: formation and cut

The archeomagnetic field model exhibits a rather unusual sequence of morphologies

towards the end of the 19th century below Brazil, which may deserve a separate topic.

It shows an intrusion of the magnetic equator into the Southern hemisphere followed by

the formation of a RFP. Figure 5.11 shows four snapshots of Br from 1870 AD to 1900

AD. The streamfunction of the purely helical core flow model of Amit and Olson (2004) is

superimposed. In 1870 AD below Brazil a mild magnetic equator undulation of negative

normal flux is very close to a large region of reversed flux which contains three RFPs,

leaving a thin belt of positive normal flux in this region (Fig. 5.11a). This belt is associated

with westward flow. In 1880 AD (Fig. 5.11b) the magnetic equator undulation merges

within the reversed flux region, forming a large and deep magnetic equator intrusion into

the southern hemisphere. The negative flux region below Brazil is now defined as normal



52 Chapter 5. Results

1860 1890 1920 1950 1980
180

120

60

0

1860 1890 1920 1950 1980
180

120

60

0

1860 1890 1920 1950 1980
180

120

60

0

1860 1890 1920 1950 1980
180

120

60

0

(a) Non-filtered

 

 
θ

 (b) Low pass filter no=8 and nf =11

 

 
θ

(c) Low pass filter no=5 and nf =11
 

 

Time (years)

(d) Low pass filter no=3 and nf =8

 

 

Time (years)

Figure 5.10: As in Fig. 5.2c and 5.2d for the period 1840-1990 AD for the filtered field models of GUFM1
and CALS3k.4b. X/diamonds represent RFPs of GUFM1/CALS3k.4b respectively.

polarity as a consequence of the peculiar topology of the magnetic equator. The core

flow pattern is still westward, perpendicular to the thin neck connecting the negative flux

region below Brazil to the northern hemisphere. In 1890 (Fig. 5.11c) the magnetic equator

intrusion persists, but the core flow slightly turns to the north-west near the neck. In 1900

AD (Fig. 5.11d) the core flow model is perpendicular to the normal polarity belt. The

magnetic equator intrusion is cut, leaving an RFP below Patagonia.
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Figure 5.11: The radial geomagnetic field on the CMB at 1870 AD (a), 1880 AD (b), 1890 AD (c) and
1990 AD (d). The contours of the streamfunction of the purely helical core flow model of Amit and Olson
(2004) are superimposed in all snapshots. Grey contour lines represent anti-clockwise circulation and white
contour lines represent clockwise circulation. The black line is the mapped magnetic equator line, and the
X symbols are the peaks of intense RFPs.
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Chapter 6

Discussion and conclusions

The new definition of the local polarity based on the magnetic equator proposed here

resulted in an accurate identification of reversed flux patches (RFPs). The intensity cri-

terion filtered out weak RFPs and the velocity criterion connected adequately RFPs in

successive snapshots, thus providing meaningful tracking results. Defined this way, RFPs

could even be identified on the geographic equator.

One of the earliest and most prominent observations of geomagnetism was the westward

drift of field structures (e.g. Bullard et al., 1950; Yukutake, 1967; Bloxham and Gubbins,

1985b; Finlay and Jackson, 2003). Although the core flow is probably more complex, the

zonal part of core flow models is often westward at low- and mid-latitudes, in particular in

the southern hemisphere (Amit and Olson, 2006). The dynamical origin of this westward

drift is still debated. Recently, it was argued that the westward drift is caused by the

gravitational coupling between the inner-core and the mantle (Aubert, 2013; Aubert et al.,

2013). I found that most RFPs exhibit westward drift, but some are quasi-stationary. In

Table 5.1, I quantified the azimuthal displacement rate of RFPs. The westward drifting

RFPs move in an average rate of -0.10 degrees/year, a velocity that is comparable to in-

ferred zonal core flow motions (Hulot et al., 2002; Holme and Olsen, 2006). Tracking in

filtred models also showed a dominance of westward drifting RFPs, but with more quasi-

stationary RFPs occurring, even though these RFPs have shorter lifetime. The azimuthal

displacement rate of the RFPs changes mildly among the different filtered models, sug-

gesting that the displacement of RFPs is not associated to the highest spherical harmonic

degrees. In addition, most RFPs at both hemispheres migrated towards higher latitudes.

Magnetic equator undulations in early times explain the difference between total ADM

and contributions of the intense high-latitude normal flux patches. At recent times, this
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difference is well explained by opposite contributions of RFPs. The reinforcing contributi-

ons of RFPs (which hypothetically may exist) were found negligible. Temporal changes in

the intensity and latitude of high-latitude normal flux patches rule exclusively the trend of

ADM when the field is poorly represented in terms of reversed flux regions (likely associa-

ted to low resolution of the field model). Finally, RFPs expansion and intensification since

1870 AD probably the kinematic signature of radial diffusion at the top of the outer core

(Gubbins, 1987; Olson and Amit, 2006) which may indicate the presence of a thin magnetic

boundary layer below the CMB (Amit and Christensen, 2008; Chulliat and Olsen, 2010).

Changes in the dipole field due to RFPs were only important after 1770 AD, which is

near when CALS3k.4b is constrained by GUFM1. It is likely that RFPs should contribute

continually to the dipole field but low data quality does not allow to resolve them in earlier

times. The similar behavior of RFPs in CALS3k.4b and GUFM1 suggests that the spatio-

temporal smoothness of the archeomagnetic field model does not prevent identification and

tracking of RFPs, but its low resolution reduces the intensity of the RFPs and hence their

contribution to the dipole.

Absence of RFPs in the period 550 AD - 1440 AD is related to the low geomagnetic

power spectrum in spherical harmonics n = 4 − 8, which is associated with fewer data,

resulting in a stronger effect of regularization. However, between 830 BC - 140 BC the

absence of RFPs does not seem to be associated with low geomagnetic power spectrum,

because the neighboring periods p1 and p3 (which have similar power spectra as period

p2) contain RFPs. The absence of RFPs in the 830 BC - 140 BC period could therefore

genuinely reflect a different field morphology and possibly different core dynamics in this

time interval. The geomagnetic power spectrum for the recent period (p5) is much stronger

than that of earlier periods because of the much better coverage and quality of the recent

data.

Periods with lower values of geomagnetic power spectrum at high spherical harmonic

degree lead to a larger scale field that masks small scale field morphologies. Morphologi-

cally, it implies that two neighboring regions of opposite flux would be smoothed to one

region of the more intense flux. This effect creates undulations in the magnetic equator

and obscures RFPs, which obscures the RFPs to ADM relationships. Perhaps surprisingly,

the filtered models f8/11 and f5/11 show comparable number and more continous RFPs

than the non-filtred model. This may be associated to the resolution effects. Another
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possibility is that two neighboring RFPs, with low intensity values that do not pass the

intensity criterion, may merge to one strong RFP after filtering and thus pass the intensity

criterion. Note that the large interval of absence of RFPs (560 AD - 1480 AD) in the non-

filtered model is abrupt in the filtered models f8/11 and f5/11. In these models spherical

harmonic degrees 4 and 5 are not filtered whereas higher spherical harmonic degrees 9 and

10 are strongly reduced. Moreover, period p1 has the lowest values of spherical harmonic

degrees 9 and 10. These results indicate that spherical harmonic degrees n = 4−8 strongly

affect RFPs in the archeomagnetic field model. Indeed, the f3/8 filtered model strongly

affects intermediate spherical harmonic degrees n = 4 − 8 and contains very few RFPs.

Furthermore, period p4 had the lowest values of spherical harmonic degrees n = 4 − 8

compared to the other periods and in this period RFPs are absent (see Fig. 5.5b).

Robust tracking results common to the non-filtered as well as filtered models may shed

light on the kinematics of RFPs. RFPs in all field models exhibit either a westward drift or

to a much lesser extent quasi-stationary behavior. In most cases the RFPs drift to higher

latitudes, thus systematically weakening the prevailing dipole polarity.

I noted an unusual event of rapid formation and cut of a magnetic equator intrusion. If

the origin of this event is advective, it is expected that its formation would be associated

with a local core flow perpendicular to the thin swathe separating normal flux belts, and

the cut is expected to be associated with flow parallel to the intrusive normal flux neck.

But the inspection of a core flow model superimposed on the magnetic maps does not reveal

such patterns, suggesting that local magnetic diffusion effects at the top of the outer core

(Bloxham, 1986; Bloxham and Gubbins, 1987; Amit and Christensen, 2008; Chulliat and

Olsen, 2010) may possibly be responsible for the formation and cut of magnetic equator

intrusions. Extra caution should be taken in such an interpretation since core flow models

suffer from many uncertainties, in particular on regional scales (e.g. Holme, 2007). A third

and more probable reason for the origin of this event is simply that it is an artifact from

limitation in field resolution. This can be scrutinized through the observation of snapshots

of model GUFM1 for the same epoch. In GUFM1 the narrow normal flux section is

never closed during this time interval, showing indeed that these subtle changes are more

connected to model resolution than to the core dynamics. Moreover, filtered models from

CALS3k.4b also do not show this event. This event is a clear example of how resolution

problems in archomagnetic field models impose some restrictions to the analysis of the
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geomagentic field and how much the magnetic equator is sensible to them. Indeed, it is a

tempting idea that such an event will require at least some diffusion, as there is apparently

a process of merging of null-flux curves following it, but it is worth noting that this also

coincides with the period where data quality increases substantially. It is more likely that

the change in field structure coincides with the increase in data quality. So, the problem

is that the topological algorithms would badly identify and track most RFPs for this time

frame on non-filtered models. Such a case must then be explored with robustness tests.

The main conclusions of this work can be summarized as follows:

• Most RFPs exhibit westward drift.

• More than 75% of RFPs migrate towards higher latitudes.

• In some periods (but not always) the absence of RFPs is due to the low resolution

of the field model. Overall, the data are not sufficient to show that RFPs were not

always present in the recent few millennia.

• Filtered models and comparison with GUFM1 suggest that RFPs are prominent

features of the Earth’s field at the CMB.

• Spherical harmonic degrees 4 and above strongly affect the existence of RFPs.

Lastly, it is important to stress the need for new archeomagnetic data to allow for better

constrained field models. Improved new models will allow to better identify and track field

structures (e.g. RFPs), and consequently to advance in the understanding of RFPs and

their role in core dynamics on millennial timescales.
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Abstract Archeomagnetic field models may provide important insights to the geodynamo. Here we
investigate the existence and mobility of reversed flux patches (RFPs) in an archeomagnetic field model.
We introduce topological algorithms to define, identify, and track RFPs. In addition, we explore the relations
between RFPs and dipole changes and apply robustness tests to the RFPs. In contrast to previous definitions,
patches that reside on the geographic equator are adequately identified based on our RFPs definition.
Most RFPs exhibit a westward drift and migrate toward higher latitudes. Undulations of the magnetic
equator and RFPs oppose the axial dipole moment (ADM). Filtered models show a tracking behavior
similar to the nonfiltered model, and surprisingly new RFPs occasionally emerge. The advection and
diffusion of RFPs have worked in unison to yield the decrease of the ADM at recent times. The absence of
RFPs in the period 550–1440 A.D. is related to a low in intermediate degrees of the geomagnetic power
spectrum. We thus hypothesize that the RFPs are strongly dependent on intermediate spherical harmonic
degrees 4 and above.

1. Introduction

The geomagnetic field is generated by convective motions of an electrically conducting fluid in the Earth’s
outer core. This field is observed directly since about 1590 A.D. by ships, observatories, and more recently
at space by satellites [e.g., Jackson et al., 2000; Jonkers et al., 2003; Hulot et al., 2010]. For periods preceding
direct magnetic measurements, analysis of archeological and geological materials (indirect observations)
provide vital information about the field. At first order, these two kinds of observations show that the
field is dominated by an axial dipole. However, some nondipole features are also present, particularly in
regions at the core-mantle boundary (CMB) where the polarity is opposite to that of the axial dipole (the
so-called reversed flux patches, from hereafter RFPs). Expansion and intensification of these RFPs over at
least the past century seem to contribute to the historical decrease in the intensity of the dipole moment
[Gubbins, 1987].

Changes in the dipole are intrinsically related to the flow patterns of the fluid at the top of the outer core,
especially to core flow features near RFPs [Olson and Amit, 2006; Amit and Olson, 2008]. Most of the radial
field at the CMB is negative in the Northern Hemisphere and positive in the Southern Hemisphere. A
normal flux patch has the same sign as its hemisphere, whereas an RFP has the opposite sign to its
hemisphere. The most intense RFPs over the past decades are observed below the southern Atlantic
hemisphere [e.g., Jackson et al., 2000; Olsen et al., 2010]. Direct measurements of the geomagnetic dipole
intensity reveal a sustained rapid decrease since 1840 A.D. [Gubbins, 1987; Bloxham and Jackson, 1992;
Jackson et al., 2000; Gubbins et al., 2006; Olson and Amit, 2006; Finlay, 2008]. Dipole secular variation (SV)
contributes substantially to the observed field variation at Earth’s surface, in particular, the steady decrease
in dipole intensity over historical times. Therefore, understanding the dipole SV is crucial to understanding
and perhaps predicting how the field evolves. However, it is worth noting that at its source, the CMB, dipole
SV constitutes a very small part of the total SV: The SV spectrum is “blue,” i.e., its power increases with
harmonic degree (smaller scales).

The geomagnetic dipole intensity has been investigated using maps of the spatial contributions to the
axial dipole [Gubbins, 1987; Gubbins et al., 2006]. The temporal variability in the integrated contribution of
reversed flux to the axial dipole balances its total change [Olson and Amit, 2006], emphasizing the role of
RFPs in the decrease of dipole intensity over the historical era. However, the role of RFPs in dipole changes
over millennial timescales has not yet been explored.
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Previous analyses of archeomagnetic field models were mostly carried out on the kinematics of
high-latitude intense normal polarity flux patches. These patches were found to be mobile with alternating
eastward-westward drifts [Dumberry and Finlay, 2007; Wardinski and Korte, 2008; Korte and Holme, 2010].
Amit et al. [2010] designed an algorithm for identification and tracking of intense flux patches in numerical
dynamos. Amit et al. [2011] applied a similar algorithm for intense archeomagnetic flux patches. They found
more westward drift in the Southern Hemisphere than in the Northern Hemisphere, which may indicate the
impact of core-mantle thermal coupling on the geodynamo. None of these studies identified and tracked
reversed archeomagnetic flux patches.

Based on theoretical arguments and numerical dynamo models, high-latitude intense normal polarity flux
patches and RFPs are thought to reflect distinctive dynamical mechanisms. Rapid rotation effects in the
outer core yield a flow barrier and surface convergence at the latitudes of the inner core tangent cylinder
[Aurnou et al., 2003]. In an 𝛼2 dynamo, columns of fluid that are nearly invariant in the direction of the
rotation axis [Busse, 1970] intersect the CMB at these tangent cylinder latitudes [Olson et al., 1999].
Downwelling associated with columnar cyclones [Olson et al., 2002; Amit et al., 2007] concentrate magnetic
flux to produce the high-latitude intense patches [Olson and Christensen, 2002]. The mobility of these
robust field structures may be linked to the motion of the vortices [Amit et al., 2010], so their longevity may
therefore maintain the axial dipole dominance. In contrast, low- and middle-latitude RFPs could be related
to the expulsion of toroidal magnetic field by deep upwelling and radial diffusion below the CMB [Bloxham,
1986]. If persistent, such local processes may eventually lead to a global polarity reversal [Aubert et al., 2008].
These distinctive dynamo processes motivate examining the time dependence of RFPs, to compliment
previous studies that described the mobility of high-latitude intense normal polarity flux patches [Dumberry
and Finlay, 2007; Wardinski and Korte, 2008; Amit et al., 2011].

In this paper we introduce topological algorithms to define, identify, and track RFPs. We use the CALS3k.4b
archeomagnetic field model constructed for the past three millenia [Korte and Constable, 2011]. We explore
the relation between RFPs temporal evolution and dipole changes. The robustness of the archeomagnetic
RFPs is tested to assess the reliability of the identification and tracking results.

2. Methods
2.1. Identification and Tracking
The reversed flux patches (RFPs) identification method at each snapshot comprises four steps. First, the
magnetic equator is identified. Second, each grid point is associated with a magnetic hemisphere. Third,
peaks of RFPs are identified. Finally, an intensity criterion is invoked to filter out weak insignificant RFPs.

RFPs on the CMB are commonly defined as positive/negative radial field structures in the Northern/
Southern Hemispheres [e.g., Olson and Amit, 2006]. This definition might be problematic. For example, a
patch residing on the geographic equator is considered partly normal partly reversed. We therefore seek a
more appropriate definition. In this paper, we use the magnetic equator to define the polarity at each grid
point. We coded an algorithm to map the magnetic equator. At a given longitude on the CMB, the magnetic
equator is defined as the point where the radial geomagnetic field Br changes sign. To distinguish between
sign changes associated with the magnetic equator or with an RFP, the algorithm searches first a longitude
where there is just one point of change in the sign of Br . This point is guaranteed to be the magnetic
equator. From this initial location of magnetic equator, the algorithm selects the closest point on the
neighbor longitude which has a change in sign of Br .

After mapping the magnetic equator we define the magnetic hemispheres. Every grid point north/south
of the magnetic equator is assigned to its respective magnetic hemisphere. A difficulty arises at some
longitudes where the magnetic equator appears more than once. An algorithm marches from colatitude
0◦ to 180◦, assigning the northernmost point to the northern magnetic hemisphere. Then, after every
crossing of the magnetic equator, the next point is assigned to the opposite hemisphere.

Once each point on the CMB is associated with a magnetic hemisphere and a polarity (normal or reversed),
the next step is to identify the peaks of RFPs. For this purpose we coded an algorithm to determine field
maxima and minima of flux patches at the CMB. The algorithm searches the maxima and minima of the
radial field by comparison with neighboring cells. A grid point is considered to be a maximum/minimum
if it has higher/lower value than its eight neighboring cells. Maximum or minimum values indicate the
coordinates (colatitude and longitude) of the peak of the RFPs at the CMB.
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For the final identification step we imposed a criterion of threshold intensity to avoid interpreting
insignificantly weak extreme points. For every snapshot, only RFPs with peak values larger than half the most
intense RFP of the same snapshot were considered. Obviously, only snapshots with more than one RFP were
affected by this criterion.

To track RFPs in time, we coded an algorithm that calculates the distance of each RFP to all RFPs in the next
snapshot. The spherical distance is calculated along a great circle. A critical distance was set based on typical
large-scale core flow values from geomagnetic secular variation inversions. In the core flow model of Amit
and Olson [2006], the maximum of time-averaged flow plus 1 standard deviation is about 70 km/yr. We
used this value multiplied by the time step between snapshots of 10 years to obtain the critical distance for
tracking. A pair of RFPs at two successive snapshots which has a spherical distance lower than this critical
value is denoted as the same RFP. If an RFP in the new snapshot is farther from all previous snapshot’s RFPs
than the critical distance, it is denoted as a new RFP.

2.2. Dipole Changes
We took advantage of the above definitions to map local contributions to the axial dipole moment
(ADM), and we investigated the temporal behavior of these contributions. The axial component of the
magnetic dipole moment (mz) is defined as follows [Moffatt, 1978; Gubbins, 1987; Gubbins et al., 2006; Olson
and Amit, 2006]:

mz =
4𝜋a3

𝜇0
g0

1 =
3ro

2𝜇0 ∫S
Br cos 𝜃dS (1)

where a is the radius of the Earth, 𝜇0 = 4𝜋 × 107 Hm−1 is the free space magnetic permeability, g0
1 is the axial

dipole Gauss coefficient, ro is the radius of the core, Br is the radial component of the magnetic field on the
CMB, 𝜃 is colatitude and dS denotes a CMB surface increment. The integrand Br cos 𝜃 represents the spatial
distribution of local contributions to the ADM. Thus, mapping Br cos 𝜃 allows imaging local contributions to
the ADM.

We associate different types of Br cos 𝜃 structures to different ADM contributions as:

mz = mn+ + mn− + mr+ + mr− (2)

where the subscripts n and r denote contributions from regions of normal and reversed flux respectively,
mn+ represents reinforcing contributions (mostly from high-latitude flux patches), mn− corresponds to
opposite contributions (totally from magnetic equator undulations), mr+ represents reinforcing contribu-
tions and mr− denotes opposite contributions. Note that mr+ contributions appear when an RFP is localized
at least partly between the magnetic equator and the geographic equator.

2.3. Robustness Tests
Uncertainties in archeomagnetic field models will produce erroneous results concerning the existence and
mobility of RFPs. Robustness tests are clearly required. Two tests were performed, one using the power
spectrum, the other using low-pass-filtered fields.

The Mauersberger-Lowes spectrum at the CMB is one of the primary outputs of the dynamo process in
the core [Dormy et al., 2000]. The magnetic field spectrum Rn at the CMB can be expressed as a function of
spherical harmonic degree n in terms of the Gauss coefficients of the core field as [Lowes, 1974]:

Rn = (n + 1)
(

a
ro

)2n+4 n∑
m=0

(
gm

n

)2 +
(

hm
n

)2
(3)

where n is degree, m is order, and the sets gm
n and hm

n are the Gauss coefficients. We compared the spectrum
at periods without RFPs with the spectrum at periods with RFPs to test whether the absence of patches is
due to low field resolution manifested by a steeper descending spectrum.

In the second test, we defined a low-pass filter F(n) by

F(n) =

{
1 , if n < n0

cos
(

n−n0

nf −n0
⋅ 𝜋

2

)
, if n ≥ n0

(4)

where n0 marks the beginning of the filtering and nf marks the truncation. At n = nf the filter F(nf ) = 0,
so the highest degree considered is nf − 1. We examined the sensitivity of the identification and tracking
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Figure 1. Radial geomagnetic field on the CMB at (a) 0020 B.C., (b) 1550 A.D., and (c) 1980 A.D. based on the CALS3k.4b archeomagnetic field model of [Korte
and Constable, 2011]. The black line is the mapped magnetic equator, and the black X symbols are the peaks of the RFPs. (d) The RFPs identification for 1980 A.D.
with the intensity criterion.

of RFPs to the small-scale field, which is most uncertain in the archeomagnetic field models, by comparing
our results using the nonfiltered archeomagnetic field model with those obtained using different low-
pass-filtered field models. Finally, we compare our results with the same analysis based on the historical
field model GUFM1 [Jackson et al., 2000] to further assess the robustness of the results from the
archeomagnetic models.

3. Results
3.1. Identification and Tracking
We used the CALS3k.4b model of Korte and Constable [2011] for the interval 990 B.C. until 1990 A.D. This
model was constructed from intensity and direction data acquired in archeological (potteries, bricks,
etc.) and geological (basaltic flows and lake sediments) materials. In addition, this model is constrained
by GUFM1 [Jackson et al., 2000] from 1840 onward, the latter inverted from direct measurements from
observatories and satellites. The database used in this model is an extension of the previous compilation
of Korte et al. [2009]. Consequently, this model presents an improvement in the fit of the Gauss coefficients
due to database updates. The model is expanded up to spherical harmonic degree 10 and the temporal
resolution is 10 years. We used a regular grid on the CMB of 1◦ in longitude and latitude.

Figure 1 illustrates the performance of our identification algorithm using three snapshots of the radial
archeomagnetic field model on the CMB. The magnetic equator is marked by a solid black line, and each
identified RFP is marked by an X symbol (see Figure 1). Our algorithm for mapping the magnetic equator
resolves well the magnetic hemispheres, defines local polarity, and correctly identifies RFPs that reside on
the geographic equator. Therefore, RFPs are never considered partly normal partly reversed. Figure 1a shows
an example of a successfully identified RFP that resides on the geographic equator below eastern Africa.

Figure 1b shows an example of an especially complicated case for the mapping of the magnetic equator.
For some longitudes the magnetic equator is crossed 3 times (in other rare snapshots not shown here up to
five such crossings occurred). In addition, the magnetic equator penetrates up to a relatively high latitude.
Nevertheless, our algorithm correctly maps the magnetic equator. Although the field morphology of the
snapshot in Figure 1b is somewhat extreme, in many snapshots of the studied period a significant deviation
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Figure 2. Temporal evolution of the (a, b) longitude, and (c, d) colatitude of peaks of intense RFPs in the model
CALS3k.4b [Korte and Constable, 2011]. Figures 2a and 2c are from 990 B.C. to 550 A.D.; Figures 2b and 2d are from
1490 A.D. to 1990 A.D. The same colors are used for longitude and colatitude of a given RFP. Longitudes and colat-
itudes are given in degrees. All curves are dotted; In Figures 2a and 2c the dotted lines seem solid due to the large
period covered.

of the magnetic equator from the geographic equator appears. The identification of magnetic hemispheres
allowed the straightforward mapping of regions of reversed flux. Furthermore, deep intrusions of normal
polarity field to the opposite hemisphere as a result of undulations of the magnetic equator were correctly
interpreted as normal flux. This is exemplified by a large normal polarity intrusion south of the geographic
equator but north of the magnetic equator that is correctly identified as a region of normal flux in Figure 1b.

Some RFPs are very weak, as evidenced in Figure 1c. Two of these peaks (at high latitudes of the southern
Atlantic Ocean) are very close to each other. Accounting for these weak peaks might bias the tracking of
RFPs. We therefore introduced in Figure 1d the intensity criterion (compare Figures 1c and 1d). Figure 1d
contains two peaks of intense RFPs in the Southern Hemisphere. These two RFPs are part of a large area of
reversed flux over the Atlantic Ocean, South America, and Antarctica.

The tracking of RFPs that pass the intensity criterion is separated into intervals with different RFPs activity.
For all intervals, we tracked longitude and colatitude (Figure 2). The first interval is from 990 B.C. to 550 A.D.
(Figures 2a and 2c) and the second from 1450 A.D. to 1990 A.D. (Figures 2b and 2d). No patches were
observed between these two intervals, comprising the period 550 A.D.–1440 A.D. in Figure 2. From 990 B.C.
to 550 A.D., four RFPs were identified and tracked. In this period, we found two nearly stationary RFPs
(red and blue) and two with westward drift (green and cyan). The latter two RFPs exhibit motion toward
higher latitudes. From 1450 A.D. to 1990 A.D. the field model is characterized by higher spatial resolution
resulting in a much higher occurrence of RFPs. Most RFPs exhibit a westward drift, but some quasi-stationary
RFPs are also observed. In addition, most RFPs migrate toward higher latitudes.

We quantified the statistical behavior of RFPs. Table 1 shows the average rate of azimuthal displacement
per year for three types of motions: quasi-stationary, westward, and eastward. The critical azimuthal angular
velocity distinguishing drift from quasi-stationary is the quarter of the weighted average of all RFPs, with
the weighting being proportional to the lifetime of each RFP. We did not take the average minus 1 standard
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Table 1. Types of RFPs Azimuthal Motions and the Rate of Their Displacement per Yeara

Nonfiltered f8/11 f5/11 f3/8
NRFPs Rate NRFPs Rate NRFPs Rate NRFPs Rate

Quasi-stationary 2 −0.01 3 −0.01 4 −0.01 2 −0.02
Westward 9 −0.10 10 −0.09 8 −0.09 3 −0.17
Eastward 2 0.07 1 0.02 2 0.04 0 0

aNRFPs is the number of RFPs. The f8/11, f5/11, and f3/8 are filtered models in spherical
harmonic degrees between 8 and 11, 5 and 11, and 3 and 8, respectively. Each rate is given
in ◦∕yr. Quarter of the average of rate is the critical value to distinguish quasi-stationary
and drifting features.

deviation because the distribution of RFPs azimuthal angular velocity turns out to be non-Gaussian. RFPs
that have angular velocity higher than this critical value are considered drifting. Table 1 indicates that the
RFPs exhibit more a westward drift than other kind of azimuthal motions. Quasi-stationary motion occurs
much less and the number of RFPs with eastward drift is the lowest. Finally, the rate of westward drift is

Figure 3. Local contributions to the ADM Br cos 𝜃 at (a) 0020 B.C., (b)
1550 A.D., and (c) 1980 A.D.

significantly larger than the rate of
eastward drift.

3.2. Dipole Changes
Spatial contributions (by normal
or reversed flux) to the ADM were
mapped using the integrand of
equation (1), Brcos 𝜃. Positive values
denote opposite contributions to
ADM, while negative values denote
reinforcing contributions. Figure 3
shows local contributions to the
ADM in the same years as in Figure 1.
High-latitude intense normal flux
patches provide the most important
reinforcing contributions to the ADM.
Midlatitude RFPs constitute the most
significant opposite contributions to
the ADM.

The mathematical definition of
ADM contributions considers the
geographic equator. Consequently,
in Figure 3a below eastern Africa
contributions from one RFP (Figure 1a)
are partly reinforcing partly opposite.
Another type of opposite contribution
to the ADM corresponds to areas of
magnetic equator undulations. This can
be seen for example in Figure 3b below
the southern Atlantic Ocean, where
normal flux associated with deep
magnetic equator intrusion (Figure 1b)
yields an opposing contribution to the
ADM. In Figure 3c there are two regions
of significant opposite contribution for
the ADM, one below Patagonia and
the other below South Africa. These
structures correspond to intense RFPs
on the CMB (see Figure 1d).
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Figure 5. (a) Number of RFPs as a function of time. The five grey
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Figure 4 shows the total ADM (mz)
and its contributions (2), including
reinforcing contributions by normal
flux (mn+), opposite contributions by
normal flux due to magnetic equator
undulations (mn−), and opposite
contributions by reversed flux (mr−).
The reinforcing contributions by
reversed flux (mr+) were found to
be negligible. The absolute values
of mz and mn+ (Figure 4a) are
much higher than those of mr− and
mn− (Figure 4b), but the temporal
variations of the latter contributions
are not negligible. From 990 B.C. until
about 1800 A.D. the trend of ADM
changes is dominantly controlled by
high-latitude normal patches. The
ADM changes in this period show
no correlation with mn− changes.
However, the small differences
between mn+ and mz are associated
with changes in mn−. In 1730 A.D.
we detect the most recent local
maximum (in absolute value) of mz

and mn+ with 9.14 × 1022 A m2

and 9.23 × 1022 A m2, respectively
(Figure 4a). In 1990 A.D. the
corresponding values decreased to
7.75×1022 A m2 and 8.19×1022 A m2,
respectively.

Between 990 B.C. and 1760 A.D. RFPs
have little impact on ADM changes
and mr− is negligible (Figure 4b). The
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Figure 6. Number of RFPs as a function of time in the filtered field models.

-500 0 500 1000 1500
-180

-120

-60

0

60

120

180

0

0

Time (years)

-500 0 500 1000 1500

-500 0 500 1000 1500

-180

-120

-60

60

120

180

-180

-120

-60

60

120

180

Figure 7. As in Figures 2a and 2b for the filtered field models.
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Figure 8. As in Figures 2c and 2d for the filtered field models.

values of mn− are nonnegligible. However, changes of trend and absolute values of mn− are an order of
magnitude too low to play a major role in the ADM changes during this period (compare scales between
Figures 4a and 4b). The influence of RFPs started to be higher than the influence of magnetic undulations
from ∼1770 A.D. with increasing trend until 1990 A.D. The mr− absolute value was 0.40 × 1022 A m2 in
1990 A.D., about 5% of the total ADM in this year. While this absolute value of mr− may seem low, the
difference between the total ADM change mz and the normal flux reinforcing contributions mn+ increases
from 1790 to 1990 A.D. (Figure 4b) mostly due to the increase in the amplitude of the opposite
contributions by mr−.

3.3. Robustness Tests
Figure 5a shows the number of identified RFPs as a function of time. Five periods of time were considered:
p1 (990 B.C.–840 B.C.), p2 (830 B.C.–140 B.C.), p3 (130 B.C.–550 A.D.), p4 (560 A.D.–1480 A.D.), and p5
(1490 A.D.–1990 A.D.). In periods p1, p3, and p5 RFPs were found, with p5 having the highest number
of RFPs. In periods p2 and p4 no RFPs were found. Figure 5b shows time-averaged power spectra of the
intervals identified in Figure 5a. The power spectra exhibit comparable values up to spherical harmonic
degree 4. The spectrum in period p4 decreases faster than the others between spherical harmonic degrees
4 and 8. Note that p4 represents almost 1000 years of absence of RFPs. The most recent period p5 has higher
values for almost all spherical harmonic degrees. The earlier periods p1, p2, and p3 have a strong decrease
of Rn starting in degree 6, and the periods p1 and p2 have the lowest power spectrum values for degrees
9 and 10. Note that the absence of RFPs in period p2 is not reflected in its power spectrum compared to
periods p1 and p3.

Next we used low pass filters with three different wave number bands to study the sensitivity of RFPs
to uncertain small scales of the field model. The filters are no =8 and nf =11 (denoted f8/11), no =5 and
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Figure 9. As in Figures 2a and 2b for the period 1840–1990 A.D. for the filtered field models of GUFM1 and CALS3k.4b.
Crosses/diamonds represent RFPs of GUFM1/CALS3k.4b respectively.

nf =11 (denoted f5/11), and no =3 and nf =8 (denoted f3/8) (see (4)). Figure 6 shows that the number of
patches per year in filtered models f8/11 and f5/11 was almost the same as that in the nonfiltered model.
Filtered model f3/8 has much lower number of patches than the others in all periods. Surprisingly, some
new RFPs emerged in models f8/11 or f5/11. Moreover, the total number of patches was even slightly higher
in f8/11 than in the nonfiltered model. More specifically note that the large interval of absence of patches
(560 A.D.–1480 A.D.) in the nonfiltered model is occasionally abrupt in the filtered models f8/11 and f5/11,
even though this interval is characterized by low values of Rn for spherical harmonic degrees higher than 4
(Figure 5b).

We now address the question of how the filters could change the spatial behavior of the RFPs. For this
purpose, we tracked in time the coordinates of the RFPs in the filtered models and we compared the results
obtained by the different field models (Figures 7 and 8). Figures 2a, 2b, and 7a show similar results between
the filtered model f8/11 and the nonfiltered model, with dominance of westward drift. In addition, some
new RFPs are occasionally identified and others showed a larger lifetime than in the nonfiltered model.
Figure 7b shows that the f5/11 filtered model is also characterized by westward drift and quasi-stationary
behavior with most RFPs exhibiting a somewhat shorter lifetime. Figures 7c and 8c show the action of the
strongest filter. The low number of RFPs strongly limits the robustness of characterizing their behavior in
this model. Only five RFPs were tracked, three of them with westward drift and two were quasi-stationary
(Table 1). The time dependence of the colatitude of the RFPs (Figures 2c, 2d, and 8) is rather similar in
the nonfiltered, f8/11 and f5/11 models: Most RFPs migrate toward higher latitudes. The most prominent
examples include a low-latitude RFP migrating southward between 120 B.C.–80 A.D., a high-latitude RFP
moving northward between 210 A.D. and 550 A.D., and several midlatitude RFPs heading southward
between 1630 A.D. and the present.
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Figure 10. As in Figures 2c and 2d for the period 1840-1990 A.D. for the filtered field models of GUFM1 and CALS3k.4b.
Crosses/diamonds represent RFPs of GUFM1/CALS3k.4b, respectively.

3.4. Comparison With the Historical Field
To further test the robustness of the archeomagnetic RFPs, we compare in Figures 9 and 10 results from
CALS3k.4b and GUFM1 for the period 1840 to 1990 A.D. Overall, there is a very good agreement between
the tracking in both field models. Stronger filters yield even more coincident RFP positions and motions
between the two models. As with CALS3k.4b, most RFPs in GUFM1 and their filtered models exhibit
westward drift and migrate toward higher latitudes, while some RFPs are characterized by a quasi-
stationary behavior.

4. Discussion

Our definition of the local polarity based on the magnetic equator yielded accurate identification of reversed
flux patches (RFPs). The intensity criterion filtered out weak RFPs and the velocity criterion connected
adequate RFPs in successive snapshots, thus providing meaningful tracking results. Defined this way, RFPs
could even be identified on the geographic equator.

One of the earliest and most prominent observations of geomagnetism was the westward drift of field
structures [e.g., Bullard et al., 1950; Yukutake, 1967; Bloxham and Gubbins, 1985; Finlay and Jackson, 2003].
Although the core flow is probably more complex, the zonal part of core flow models is often westward
at low and middle latitudes, in particular, in the Southern Hemisphere [Amit and Olson, 2006]. The
dynamical origin of this westward drift is still debated. Recently, it was argued that the westward drift is
caused by the gravitational coupling between the inner core and the mantle [Aubert, 2013; Aubert et al.,
2013]. We find that most RFPs exhibit westward drift. In Table 1, we quantify the azimuthal displacement
rate of the RFPs. The westward drifting RFPs move in an average rate of −0.10◦/yr, comparable to inferred
zonal core flow motions [Hulot et al., 2002; Holme and Olsen, 2006]. Tracking in filtered models showed
slightly more quasi-stationary RFPs (although still westward drifting RFPs occur more), even though these
RFPs have shorter lifetime. The azimuthal displacement rate of the RFPs changes mildly among the different

TERRA-NOVA ET AL. ©2015. American Geophysical Union. All Rights Reserved. 11



Journal of Geophysical Research: Solid Earth 10.1002/2014JB011742

filtered models, suggesting that the displacement of RFPs is not associated to the highest spherical
harmonic degrees. In addition, most RFPs at both hemispheres migrated toward higher latitudes.

We identified different types of possible morphological contributions to the axial dipole moment (ADM)
(see Figures 3 and 4). Magnetic equator undulations in early times explain the difference between total ADM
and contributions of the intense high-latitude normal flux patches. At recent times, this difference is well
explained by opposite contributions of RFPs. The reinforcing contributions of RFPs (which hypothetically
may exist) were found negligible. Temporal changes in the intensity and latitude of high-latitude normal flux
patches rule exclusively the trend of the ADM when the field is poorly represented in terms of reversed flux
regions (likely associated to low resolution of the field model). Finally, RFPs expansion and intensification
since 1870 A.D. to present is probably the kinematic signature of radial diffusion at the top of the outer core
[Gubbins, 1987; Olson and Amit, 2006] which may indicate the presence of a thin magnetic boundary layer
below the CMB [Amit and Christensen, 2008; Chulliat and Olsen, 2010].

Changes in the dipole field due to RFPs were only important after 1770 A.D., which is near when CALS3k.4b
is constrained by GUFM1. It is likely that RFPs should contribute continually to the dipole field but that low
data quality does not allow to resolve them in earlier times. The similar behavior of RFPs in CALS3k.4b and
GUFM1 suggests that the spatiotemporal smoothness of the archeomagnetic field model does not prevent
identification and tracking of RFPs, but its low resolution reduces the intensity of the RFPs and hence their
contribution to the dipole.

Absence of RFPs in the period 550 A.D.–1440 A.D. is related to the low geomagnetic power spectrum
in spherical harmonics n = 4–8, which is associated with fewer data, resulting in a stronger effect of
regularization. However, between 830 B.C. and 140 B.C. the absence of RFPs does not seem to be associated
with low geomagnetic power spectrum, because the neighboring periods p1 and p3 (which have similar
power spectra as period p2) contain RFPs. The absence of RFPs in this period could therefore genuinely
reflect different field morphology and possibly different core dynamics activity in this time interval. The
geomagnetic power spectrum for the recent period (p5) is much stronger than that of earlier periods
because of the much better coverage and quality of the recent data.

Periods with lower values of geomagnetic power spectrum at high spherical harmonic degree lead to
larger-scale field that mask small-scale field structures. Morphologically, it implies that two neighboring
regions of opposite flux would be smoothed to one region of the more intense flux. This effect creates
undulations in the magnetic equator and obscures RFPs, which limits relating RFPs to ADM changes.
Perhaps surprisingly, the filtered models f8/11 and f5/11 show comparable number and more continuous
RFPs than in the nonfiltered model. This may be associated to the resolution effects. Another possibility is
that two neighboring RFPs, with low intensity values that do not pass the intensity criterion, may merge to
one strong RFP after filtering and thus pass the intensity criterion. Note that the large interval of absence
of RFPs (560 A.D.–1480 A.D.) in the nonfiltered model is occasionally abrupt in the filtered models f8/11
and f5/11. In these models spherical harmonic degrees 4 and 5 are not filtered whereas higher spherical
harmonic degrees 9 and 10 are strongly reduced. Moreover, period p1 has the lowest values of spherical
harmonic degrees 9 and 10. These results indicate that spherical harmonic degrees n = 4–8 strongly affect
RFPs in the archeomagnetic field model. Indeed, the f3/8 filtered model strongly affects intermediate
spherical harmonic degrees n = 4–8 and contains very few RFPs. Furthermore, period p4 had the lowest
values of spherical harmonic degrees n = 4–8 compared to the other periods and in this period RFPs are
absent (see Figure 5b).

Robust tracking results common to the nonfiltered as well as filtered models may shed light on the
kinematics of RFPs. RFPs in all field models exhibit either a westward drift or to a much lesser extent
quasi-stationary behavior. In most cases the RFPs drift to higher latitudes, thus systematically weakening
the prevailing dipole polarity.

5. Conclusions

Our algorithm allows defining, identifying, and tracking reversed flux patches (RFPs). Our main findings are
the following:

1. Most RFPs exhibit westward drift.
2. More than 75% of RFPs migrate toward higher latitudes.
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3. In some periods (but not all) the absence of RFPs is due to the low resolution of the field model. Overall,
the data are not sufficient to show that the RFPs have not been present at all times in the recent
few millennia.

4. Filtered models and comparison with GUFM1 suggest that RFPs are prominent.
5. Spherical harmonic degrees 4 and above strongly affect the existence of the RFPs.

Lastly, we draw attention to the need for new archeomagnetic data to allow for better constrained field
models, as well as filters to better select the data used as database to the models. These new models
will allow to better identify and track field structures (e.g., RFPs), and consequently to improve the
understanding of RFPs and their role in core dynamics on millennial timescales.
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Appendix B

Algorithms

B.1 Magnetic equator finder

#inc lude<s t d i o . h>

#inc lude<math . h>

#inc lude<s t d l i b . h>

#inc lude<s t r i n g . h>

//BC time frame

#d e f i n e A 10 //maximum

#d e f i n e B 1000 //minimum

#d e f i n e C 10 // dt

//AD time frame

#d e f i n e D 0 //maximum

#d e f i n e E 1990 //minimum

#d e f i n e F 10 // dt

f l o a t d i s t anc e ( f l o a t a , f l o a t b , f l o a t c , f l o a t d) ;

i n t main ( )

{

i n t i , n , k , f , x , y , mark , cont ;

f l o a t x0 , y0 , y2 , y3 , d i s tance0 , d i s tance1 , lon , l a t , i n t en s idade ;

f l o a t mundo [ 4 0 0 ] [ 2 0 0 ] , equator1 [ 4 0 0 ] [ 5 ] ;

FILE ∗ entrada1 ;

FILE ∗ sa ida1 ;

char nome1 [ 1 0 0 ] , nome2 [ 1 0 0 ] ;
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/∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Matrix maker

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

∗/

f o r ( i=A; i>=B; i=i−C) {

s p r i n t f (nome1 , ”np cmb BC %04d . dat ” , i ) ;

s p r i n t f (nome2 , ” magnetic equator BC %04d . dat ” , i ) ;

// f p r i n t f ( stdout , ” f i l e name : %s \n” , nome1) ;

entrada1 = fopen (nome1 , ” r ” ) ;

sa ida1 = fopen (nome2 , ”w” ) ;

i f ( ( entrada1 , ” r ” ) == NULL ) {

f p r i n t f ( stdout , ” Sorry . I t was impos s ib l e to f i n d the

data . ” ) ;

e x i t (1 ) ;

}

// the s o r t o f data

n=3;

whi l e (n==3){

n = f s c a n f ( entrada1 , ”%f %f %f ” , &lon , &lat , &

in t en s i dade ) ;

x = lon +180;

y = l a t ;

mundo [ x ] [ y]= in t en s idade ;

}

/∗
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−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f i n d i n g a f i r s t po int o f the magnetic equator

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

∗/

cont =0; // i t w i l l be sure the magnetic equator i f the re i s

only one po int in t h i s l ong i tude

f o r ( x=0;x<=360;x++){

f o r ( y=180;y>=1;y−−) // i t i s 1 , because i t does not

make sense to go fu the r than t h i s

{

i f (mundo [ x ] [ y]<0 && (mundo [ x ] [ y ]∗mundo [ x ] [ y

+1]<0) ) {

y2=y ;

cont++;

}

}

i f ( cont==1){

x0=x ;

k=x ;

x=400;

y0=y2 ;

f p r i n t f ( sa ida1 , ”%f \ t%f \n” , x0−180 , y2 ) ;

}

cont =0;

}

/∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−



86 Appendix B. Algorithms

to search the equator l i n e

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

∗/

f o r ( x=0;x<=400;x++) // putt ing 0 in the vec to r to s o r t the

t roub led areas

f o r ( f =0; f<=5; f++)

equator1 [ x ] [ f ] = −10;

d i s t ance0 =40;

x=x0+1;

// boundary c o n d i t i o n s

i f ( x==361)

x=0;

i f ( x==362)

x=1;

i f ( x==−1)

x=360;

i f ( x==−2)

x=359;

mark=0;// i t says the d i r e c t i o n i t w i l l s earch out the

magnetic equator

n=0;

whi l e (n<=1500){

i f ( x!=k ) {

y3=0;

f o r ( y=180;y>=1;y−−) // i t i s 1 , because i t

does not make any sense to go fu the r than t h i s

{

i f (mundo [ x ] [ y ]∗mundo [ x ] [ y−1]<0){

i f ( y!= equator1 [ x ] [ 0 ] && y!=

equator1 [ x ] [ 1 ] && y!= equator1 [ x ] [ 2 ] && y!= equator1 [ x ] [ 3 ] ) {

y2=y ;

d i s t ance1 = d i s t anc e
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( x0 , y0 , x , y2 ) ;

i f ( d i s t ance0 >=

di s tance1 ) {

d i s tance0 =

d i s tance1 ;

y3=y2 ;

}

}

}

}

// p r i n t f (”%d\ t%d\ t%f \ t%f \n” , n , x , y3 ,

equator1 [ x ] [ 1 ] ) ; // i t i s a t e s t p r i n t

i f ( y3 !=0){

x0=x ;

y0=y3 ;

i f ( equator1 [ x][0]==−10 && cont==0){

equator1 [ x ] [ 0 ] = y0 ; //We save

the f i r s t lap in here to be compared with the o the r s

cont =1;

}

i f ( equator1 [ x ] [0 ] !=−10 && equator1 [ x

][1]==−10 && cont==0){

equator1 [ x ] [ 1 ] = y0 ; //We save

the f i r s t lap in here to be compared with the o the r s

cont =1;

}

i f ( equator1 [ x ] [1 ] !=−10 && equator1 [ x

][2]==−10 && cont==0){

equator1 [ x ] [ 2 ] = y0 ; //We save

the f i r s t lap in here to be compared with the o the r s

cont =1;

}

i f ( equator1 [ x ] [2 ] !=−10 && cont==0){

equator1 [ x ] [ 3 ] = y0 ; //We save

the f i r s t lap in here to be compared with the o the r s

}

f p r i n t f ( sa ida1 , ”%f \ t%f \n” , x0−180 ,
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y0 ) ;

d i s t ance0 =40;

i f (mark==0)

x++;

i f (mark==1)

x−−;

}

i f ( y3==0){

switch (mark ) {

case 0 :

mark=1;

x=x−1;

break ;

case 1 :

mark=0;

x=x+1;

break ;

}

}

n++;

// boundary c o n d i t i o n s

i f ( x==361)

{

x=0;

x0=0;

}

i f ( x==362)

{

x=1;

x0=0;

}

i f ( x==−1)

{

x0=360;

x=360;

}
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i f ( x==−2)

{

x0=360;

x=359;

}

cont =0;

}

i f ( x==k )

n=2000;

}

}

re turn 0 ;

}

/∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

to c a l c u l a t e d i s t ance between two po in t s on the g r id

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

∗/

f l o a t d i s t anc e ( f l o a t a , f l o a t b , f l o a t c , f l o a t d) {

re turn fabs ( s q r t ( ( a−c ) ∗( a−c ) + (b−d) ∗(b−d) ) ) ;

}

B.2 Magnetic hemisphere definer

#inc lude<s t d i o . h>

#inc lude<math . h>

#inc lude<s t d l i b . h>

#inc lude<s t r i n g . h>

//BC time frame

#d e f i n e A 10 //maximum
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#d e f i n e B 1000 //minimum

#d e f i n e C 10 // dt

//AD time frame

#d e f i n e D 0 //maximum

#d e f i n e E 1990 //minimum

#d e f i n e F 10 // dt

i n t main ( )

{

i n t i , n , k , f , x , y , mark , cont , hemisphere ;

f l o a t x0 , y0 , y2 , y3 , d i s tance0 , d i s tance1 , lon , l a t , i n t en s i dade ;

f l o a t mundo [ 4 0 0 ] [ 2 0 0 ] ;

FILE ∗ entrada1 ;

FILE ∗ sa ida1 ;

char nome1 [ 1 0 0 ] , nome2 [ 1 0 0 ] ;

/∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

to make the matrix

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

∗/

f o r ( i=A; i>=B; i=i−C) {

s p r i n t f (nome1 , ” magnetic equator BC %04d . dat ” , i ) ;

s p r i n t f (nome2 , ” magnetic hemisphere BC %04d . dat ” , i ) ;

// f p r i n t f ( stdout , ” f i l e name : %s \n” , nome1) ;

entrada1 = fopen (nome1 , ” r ” ) ;

sa ida1 = fopen (nome2 , ”w” ) ;

i f ( ( entrada1 , ” r ” ) == NULL ) {

f p r i n t f ( stdout , ” Sorry . I t was impos s ib l e to f i n d the

data . ” ) ;
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e x i t (1 ) ;

}

// putt ing zero in the whole world g r id

f o r ( x=0;x<=360;x++)

f o r ( y=0;y<=180;y++)

mundo [ x ] [ y ] = 0 ;

// s o r t i n g the data

n=2;

whi l e (n==2){

n = f s c a n f ( entrada1 , ”%f %f ” , &lon , &l a t ) ;

x = lon +180;

y = l a t ;

mundo [ x ] [ y]= 1 ;

}

f o r ( x=0; x<=360;x++){

mark=0;

f o r ( y=0; y<=180;y++){

i f (mundo [ x ] [ y]==0 && mark==0)

{

l on=x ;

l a t=y ;

hemisphere =0;

f p r i n t f ( sa ida1 , ”%d\ t%f \ t%f \n” ,

hemisphere , lon −180 , l a t ) ;

}

i f (mundo [ x ] [ y]==0 && mark==1)

{

l on=x ;

l a t=y ;

hemisphere =1;

f p r i n t f ( sa ida1 , ”%d\ t%f \ t%f \n” ,
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hemisphere , lon −180 , l a t ) ;

}

i f (mundo [ x ] [ y ] !=0 && mark==0)

{

l on=x ;

l a t=y ;

hemisphere =0;

f p r i n t f ( sa ida1 , ”%d\ t%f \ t%f \n” ,

hemisphere , lon −180 , l a t ) ;

mark=1; // the next s tep would be in

southern hemisphere

cont =1; // i t i s j u s t to sk ip the

next i f

}

i f (mundo [ x ] [ y ] !=0 && mark==1 && cont==0)

{

l on=x ;

l a t=y ;

hemisphere =0;

f p r i n t f ( sa ida1 , ”%d\ t%f \ t%f \n” ,

hemisphere , lon −180 , l a t ) ;

mark=0;

}

cont =0;

}

}

}

re turn 0 ;

}

B.3 Polarity assigner

#inc lude<s t d i o . h>

#inc lude<math . h>

#inc lude<s t d l i b . h>
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#inc lude<s t r i n g . h>

//BC time frame

#d e f i n e A 10 //maximum

#d e f i n e B 1000 //minimum

#d e f i n e C 10 // dt

//AD time frame

#d e f i n e D 0 //maximum

#d e f i n e E 1990 //minimum

#d e f i n e F 10 // dt

i n t main ( )

{

i n t i , n , x , y , hemisphere ;

f l o a t x0 , y0 , y2 , y3 , d i s tance0 , lon2 , lon , l a t , i n t e n s i t y , i n t e n s i t y 0 ;

f l o a t mundo [ 4 0 0 ] [ 2 0 0 ] ;

FILE ∗ entrada1 ;

FILE ∗ entrada2 ;

FILE ∗ sa ida1 ;

char nome1 [ 1 0 0 ] , nome2 [ 1 0 0 ] , nome3 [ 1 0 0 ] ;

/∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

to make the vec to r

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

∗/

f o r ( i=A; i>=B; i=i−C) {

s p r i n t f (nome1 , ” magnetic hemisphere BC %04d . dat ” , i ) ;

s p r i n t f (nome3 , ”np cmb BC %04d . dat ” , i ) ;

s p r i n t f (nome2 , ” r e v e r s a l r e g i o n s B C %04d . dat ” , i ) ;

// f p r i n t f ( stdout , ” f i l e name : %s \n” , nome1) ;

entrada1 = fopen (nome1 , ” r ” ) ;

entrada2 = fopen (nome3 , ” r ” ) ;
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sa ida1 = fopen (nome2 , ”w” ) ;

i f ( ( entrada1 , ” r ” ) == NULL ) {

f p r i n t f ( stdout , ” Sorry . I t was impos s ib l e to f i n d the

data . ” ) ;

e x i t (1 ) ;

}

// s o r t i n g the data

n=3;

whi l e (n==3){

n = f s c a n f ( entrada1 , ”%d %f %f ” , &hemisphere , &lon2 ,

&l a t ) ;

x = lon2 +180;

y = l a t ;

mundo [ x ] [ y]= hemisphere ;

}

/∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Sta r t i ng to search the r e g i o n s o f r e v e r s a l f i e l d

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

∗/

n=3;

i n t e n s i t y 0 = 0 . 0 ;

whi l e (n==3){

n = f s c a n f ( entrada2 , ”%f %f %f ” , &lon , &lat , &

i n t e n s i t y ) ;

x = lon +180;

y = l a t ;

i f ( ( i n t e n s i t y < 0 && mundo [ x ] [ y ] == 1) | | (

i n t e n s i t y > 0 && mundo [ x ] [ y ] == 0) )

f p r i n t f ( sa ida1 , ”%f \ t%f \ t%f \n” , lon , l a t , i n t e n s i t y )

;

e l s e

f p r i n t f ( sa ida1 , ”%f \ t%f \ t%f \n” , lon , l a t , i n t e n s i t y 0

) ;
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}

}

re turn 0 ;

}

B.4 Reversed flux patch center finder

#inc lude<s t d i o . h>

#inc lude<math . h>

#inc lude<s t d l i b . h>

#inc lude<s t r i n g . h>

//BC time frame

#d e f i n e A 10 //maximum

#d e f i n e B 1000 //minimum

#d e f i n e C 10 // dt

//AD time frame

#d e f i n e D 0 //maximum

#d e f i n e E 1990 //minimum

#d e f i n e F 10 // dt

i n t main ( )

{

f l o a t in tens idade , lon , l a t , in tens idade2 , lon2 , l a t 2 ;

i n t n , cont , i , x , y , g , h , l , k ;

double mundo [ 6 0 0 ] [ 4 0 0 ] ;

char nome1 [ 1 0 0 ] , nome2 [ 1 0 0 ] , nome3 [ 1 0 0 ] ;

FILE ∗ entrada1 ;

FILE ∗ entrada2 ;

FILE ∗ sa ida1 ;

f o r ( i=D; i<=E; i=i+F)

{

s p r i n t f (nome1 , ” np f8 cmb %04d . dat ” , i ) ;

s p r i n t f (nome2 , ” f 8 r e v e r s a l r e g i o n s %04d . dat ” , i ) ;
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s p r i n t f (nome3 , ” i f 8 r e v e r s a l c e n t e r %04d . dat ” , i ) ;

// f p r i n t f ( stdout , ” f i l e name : %s \n” , nome1) ;

entrada1 = fopen (nome1 , ” r ” ) ;

entrada2 = fopen (nome2 , ” r ” ) ;

sa ida1 = fopen (nome3 , ”w” ) ;

i f ( ( entrada1 , ” r ” ) == NULL )

{

f p r i n t f ( stdout , ” Sorry , f i l e cannot be open . ” ) ;

e x i t (1 ) ;

}

// f p r i n t f ( stdout , ” walk here , p lace one ”) ;

// conver t ing l i s t in matrix

n=3;

whi l e (n==3)

{

n = f s c a n f ( entrada1 , ”%f %f %f ” , &lon , &lat , &

in t en s i dade ) ;

// conver t ing f l o a t ( lon and l a t ) in i n t

x = lon +180;

y = l a t ;

mundo [ x ] [ y]= in t en s idade ;

}

// read ing the r e g i o n s o f r eve r s ed f l u x

n=3;

whi l e (n==3)

{

n = f s c a n f ( entrada2 , ”%f %f %f ” , &lon2 , &lat2 , &in t en s idade2 )

;

i f ( i n t en s idade2 != 0)

{ // f p r i n t f ( stdout , ” walk here , p lace two ”) ;

x = lon2 +180;

y = l a t 2 ;

// v a r i a b l e s f o r boundary cond i t i on
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g=x−1;

h=y−1;

k=x+1;

l=y+1;

// boundary c o n d i t i o n s

i f ( y==180)

l =0;

i f ( y==0)

h=180;

i f ( x==360)

k=0;

i f ( x==0)

g=360;

// i s i t maximum? I t i s answered here .

i f ( mundo [ x ] [ y]− mundo [ g ] [ h ] >0)

i f ( mundo [ x ] [ y]− mundo [ g ] [ y ] >0)

i f ( mundo [ x ] [ y]− mundo [ g ] [ l ] >0)

i f ( mundo [ x ] [ y]− mundo [ x ] [ h ] >0)

i f ( mundo [ x ] [ y]− mundo [ x ] [ l ] >0)

i f ( mundo [ x ] [ y]− mundo [ k ] [ h ] >0)

i f ( mundo [ x ] [ y]− mundo [ k ] [ y ] >0)

i f ( mundo [ x ] [ y]− mundo [ k ] [ l ] >0)

{

f p r i n t f ( sa ida1 , ”%d\ t%d\ t%f \n” , x

−180 , y , i n t en s idade2 ) ;

f p r i n t f ( stdout , ”%d\ t%d\ t%d\ t \n” , i ,

x−180 , y ) ; //when i t i s BC years use − i i n s t ead i

}

// i s i t minimum? I t i s answered here .

i f ( mundo [ x ] [ y]− mundo [ g ] [ h ] <0)

i f ( mundo [ x ] [ y]− mundo [ g ] [ y ] <0)

i f ( mundo [ x ] [ y]− mundo [ g ] [ l ] <0)

i f ( mundo [ x ] [ y]− mundo [ x ] [ h ] <0)

i f ( mundo [ x ] [ y]− mundo [ x ] [ l ] <0)

i f ( mundo [ x ] [ y]− mundo [ k ] [ h ] <0)

i f ( mundo [ x ] [ y]− mundo [ k ] [ y ] <0)
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i f ( mundo [ x ] [ y]− mundo [ k ] [ l ] <0)

{

f p r i n t f ( sa ida1 , ”%d\ t%d\ t%f \n” , x

−180 , y , i n t en s idade2 ) ;

f p r i n t f ( stdout , ”%d\ t%d\ t%d\ t \n” , i ,

x−180 , y ) ; //when i t i s BC years use − i i n s t ead i

}

}

}

}

re turn 0 ;

B.5 Reversed flux patch tracker

#inc lude<s t d i o . h>

#inc lude<math . h>

#inc lude<s t d l i b . h>

#inc lude<s t r i n g . h>

#d e f i n e PI 3.14159265

//BC time frame

#d e f i n e A 10 //maximum

#d e f i n e B 1000 //minimum

#d e f i n e C 10 // dt

//AD time frame

#d e f i n e D 0 //maximum

#d e f i n e E 1990 //minimum

#d e f i n e F 10 // dt

f l o a t d i s t a n c e e s f e r i c a ( i n t a , i n t b , i n t c , i n t d) ;

i n t main ( ) {

i n t f o i s , cont , i , a , x , y , x1 , y1 ;

f l o a t lon , l a t , d i s tance , d i s t ance0 ;
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i n t patches0 [ 4 0 0 ] [ 2 0 0 ] , patches1 [ 4 0 0 ] [ 2 0 0 ] ;

FILE ∗ entrada1 ;

char nome1 [ 1 0 0 ] , nome2 [ 1 0 0 ] ;

f o i s =0; // i t says that t h i s i s the f i r s t i n t e r a c t i o n

// putt ing zero in the i n i t i a l matrix

f o r ( x=0; x<=360;x++)

f o r ( y=0; y<=180;y++)

patches0 [ x ] [ y ]=0;

// putt ing zero in a l l over the second matrix

f o r ( x=0; x<=360;x++)

f o r ( y=0; y<=180;y++)

patches1 [ x ] [ y ]=0;

// i n i c i a l va lue s

d i s t ance0 =700;

cont =0;

f o r ( i=A; i>=B; i=i−C) {

s p r i n t f (nome1 , ” f 8 r e v e r s a l c e n t e r B C %04d . dat ” , i ) ;

// f p r i n t f ( stdout , ” f i l e name : %s \n” , nome1) ;

entrada1 = fopen (nome1 , ” r ” ) ;

i f ( ( entrada1 , ” r ” ) == NULL )

{

f p r i n t f ( stdout , ” Sorry , the f i l e cannot be open . ” ) ;

e x i t (1 ) ;

}

// i t e r a c t i o n matrix 1

i f ( f o i s ==0){

whi le ( ( f s c a n f ( entrada1 , ”%f %f ” ,& lon , &l a t ) )==2)



100 Appendix B. Algorithms

{

// changing f l o a t ( lon and l a t ) i n to i n t

x = lon +180;

y = l a t ;

cont++;

patches0 [ x ] [ y]= cont ;

f p r i n t f ( stdout , ”%d\ t%d\ t%d\ t%d\n” , patches0 [

x ] [ y ] , −i , x−180 , y ) ;

}

}

i f ( f o i s ==1){

whi le ( ( f s c a n f ( entrada1 , ”%f %f ” , &lon , &l a t ) )==2)

{

// changing f l o a t ( lon and l a t ) i n to i n t

x = lon +180;

y = l a t ;

patches1 [ x ] [ y]= −1;

}

f o r ( x=0; x<=360;x++){

f o r ( y=0; y<=180;y++){

i f ( patches0 [ x ] [ y ]>0){

f o r ( x1=0; x1<=360;x1++){

f o r ( y1=0; y1<=180;y1

++){

i f ( patches1 [

x1 ] [ y1]==−1){

d i s t anc e = d i s t a n c e e s f e r i c a (x , y , x1 , y1 ) ;

//

f p r i n t f ( stdout ,”%d\ t%f \n” , −i , d i s t ance ) ; // t e s t p r i n t

i f (

d i s t anc e < d i s tance0 ) {
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patches1 [ x1 ] [ y1]= patches0 [ x ] [ y ] ;

d i s t ance0 = d i s t anc e ;

}

}

}

}

d i s tance0 =700;

}

}

}

f o r ( x1=0; x1<=360;x1++){

f o r ( y1=0; y1<=180;y1++){

i f ( patches1 [ x1 ] [ y1]==−1){

cont++;

patches1 [ x1 ] [ y1]= cont ;

}

}

}

// changing i n i t i a l matrix and p r i n t i n g

f o r ( x=0; x<=360;x++)

f o r ( y=0; y<=180;y++){

patches0 [ x ] [ y]= patches1 [ x ] [ y ] ;

i f ( patches0 [ x ] [ y ] != 0)

f p r i n t f ( stdout , ”%d\ t%d\ t%d\ t%d\n” , patches0 [

x ] [ y ] , −i , x−180 , y ) ;

}

// putt ing z e ro s in the second matrix

f o r ( x=0; x<=360;x++)

f o r ( y=0; y<=180;y++)

patches1 [ x ] [ y ]=0;

// i n i t i a l va lue s

d i s t ance0 =700;

}

f o i s =1;



102 Appendix B. Algorithms

}

f o r ( i=D; i<=E; i=i+F) {

s p r i n t f (nome1 , ” f 8 r e v e r s a l c e n t e r %04d . dat ” , i ) ;

// f p r i n t f ( stdout , ” f i l e name : %s \n” , nome1) ;

entrada1 = fopen (nome1 , ” r ” ) ;

i f ( ( entrada1 , ” r ” ) == NULL )

{

f p r i n t f ( stdout , ” Sorry , but the f i l e cannot be open . ”

) ;

e x i t (1 ) ;

}

i f ( f o i s ==1){

whi le ( ( f s c a n f ( entrada1 , ”%f %f ” , &lon , &l a t ) )==2)

{

// changing f l o a t ( lon and l a t ) i n to i n t

x = lon +180;

y = l a t ;

patches1 [ x ] [ y]= −1;

}

f o r ( x=0; x<=360;x++){

f o r ( y=0; y<=180;y++){

i f ( patches0 [ x ] [ y ]>0){

f o r ( x1=0; x1<=360;x1++){

f o r ( y1=0; y1<=180;y1

++){

i f ( patches1 [

x1 ] [ y1]==−1){



Section B.5. Reversed flux patch tracker 103

d i s t anc e = d i s t a n c e e s f e r i c a (x , y , x1 , y1 ) ;

//

f p r i n t f ( stdout ,”%d\ t%f \n” , i , d i s t anc e ) ; // t e s t p r i n t

i f (

d i s t anc e < d i s tance0 ) {

patches1 [ x1 ] [ y1]= patches0 [ x ] [ y ] ;

d i s t ance0 = d i s t anc e ;

}

}

}

}

d i s tance0 =700;

}

}

}

f o r ( x1=0; x1<=360;x1++){

f o r ( y1=0; y1<=180;y1++){

i f ( patches1 [ x1 ] [ y1]==−1){

cont++;

patches1 [ x1 ] [ y1]= cont ;

}

}

}

// changing i n i t i a l matrix and p r i n t i n g

f o r ( x=0; x<=360;x++)

f o r ( y=0; y<=180;y++){

patches0 [ x ] [ y]= patches1 [ x ] [ y ] ;

i f ( patches0 [ x ] [ y ] != 0)

f p r i n t f ( stdout , ”%d\ t%d\ t%d\ t%d\n” , patches0 [

x ] [ y ] , i , x−180 , y ) ;

}

// putt ing z e ro s in the second matrix

f o r ( x=0; x<=360;x++)

f o r ( y=0; y<=180;y++)
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patches1 [ x ] [ y ]=0;

// i n i t i a l va lue s

d i s t ance0 =700;

}

f o i s =1;

}

re turn 0 ;

}

f l o a t d i s t a n c e e s f e r i c a ( i n t a , i n t b , i n t c , i n t d) {

f l o a t d i s tance , P1 , b1 , d1 ;

i n t P;

P = a − c ;

P1= P∗0 .0174532 ;

b1= b ∗0 .0174532 ;

d1= d ∗0 .0174532 ;

d i s t anc e = cos ( b1 ) ∗ cos ( d1 ) + s i n ( b1 ) ∗ s i n ( d1 ) ∗ cos (P1) ;

// f p r i n t f ( stdout ,”1\ t%d\ t%f \n” , P, d i s t ance ) ; // t e s t p r i n t

d i s t anc e = acos ( d i s t anc e ) ∗34 49 . 2 ;

// f p r i n t f ( stdout ,”2\ t%d\ t%f \n” , P, d i s t ance ) ; // t e s t p r i n t

re turn d i s t anc e ;

}
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